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†

András Nádas
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Ákos Lédeczi
†

György Balogh
†
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ABSTRACT
We present a novel radio interference based sensor local-
ization method for wireless sensor networks. The technique
relies on a pair of nodes emitting radio waves simultaneously
at slightly different frequencies. The carrier frequency of the
composite signal is between the two frequencies, but has a
very low frequency envelope. Neighboring nodes can mea-
sure the energy of the envelope signal as the signal strength.
The relative phase offset of this signal measured at two re-
ceivers is a function of the distances between the four nodes
involved and the carrier frequency. By making multiple mea-
surements in an at least 8-node network, it is possible to
reconstruct the relative location of the nodes in 3D. Our
prototype implementation on the MICA2 platform yields
an average localization error as small as 3 cm and a range of
up to 160 meters. In addition to this high precision and long
range, the other main advantage of the Radio Interferomet-
ric Positioning System (RIPS) is the fact that it does not
require any sensors other than the radio used for wireless
communication.
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1. INTRODUCTION
Many applications of wireless sensor networks (WSN) re-

quire the knowledge of where the individual nodes are lo-
cated [1, 2, 3]. Yet robust sensor localization is still an open
problem today. While there are many approaches in exis-
tence, they all have significant weaknesses that limit their
applicability to real world problems. Techniques based on
accurate—typically acoustic—ranging have limited range [4,
5, 6]. They need an actuator/detector pair that adds to the
cost and size of the platform. Furthermore, a considerable
number of applications require stealthy operation making
ultrasound the only acoustic option. However, ultrasonic
methods have even more limited range and directionality
constraints [7, 8]. Methods utilizing the radio usually rely
on the received signal strength that is relatively accurate
in short ranges with extensive calibration, but imprecise be-
yond a few meters [8, 9, 10]. The simplest of methods deduce
rough location information from the message hop count [11].
In effect, they also use the radio signal strength, but they
quantize it to a single bit. Finally, many of the proposed
methods work in 2D only. For a recent summary of local-
ization methods and their performance refer to [8].

In summary, existing WSN localization methods today
have either adequate accuracy or acceptable range, but not
both at the same time. Furthermore, the very physical phe-
nomenon they use—acoustics and radio signal strength—do
not show any promise of achieving the significant improve-
ment that is necessary to move beyond the current state
of the art. Our novel method, on the other hand, uses ra-
dio interferometry and attains high accuracy and long range
simultaneously.

Traditional radio interferometry has many applications in
physics, geodesy and astronomy. The method is based on
two directional antennas measuring the radio signal from a
single source and performing cross correlation. The resul-
tant interference signal can be further analyzed to create
radio images of distant celestial objects, determine the rel-
ative location of two receivers very precisely, or conversely,
determine the location of a radio source when the location
of the two receivers are known. A radio interferometer is
an expensive device requiring tunable directional antennas,
very high sampling rates and high-precision time synchro-
nization. Hence, it is not directly applicable to WSNs.
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The novel idea behind the proposed Radio Interferometric
Positioning System (RIPS) is to utilize two transmitters to
create the interference signal directly. If the frequencies of
the two emitters are almost the same then the composite sig-
nal will have a low frequency envelope that can be measured
by cheap and simple hardware readily available on a WSN
node. Trying to use this signal to deduce information on the
positions of the two transmitters and the receiver directly
would require tight synchronization of the nodes involved
mandating hardware support. Instead, we use the relative
phase offset of the signal at two receivers which is a func-
tion of the relative positions of the four nodes involved and
the carrier frequency. By making multiple measurements in
an at least 8-node network, it is possible to reconstruct the
relative location of the nodes in 3D.

The key attribute of this method is that the phase offset
of a low frequency signal is measured, yet it corresponds to
the wavelength of the high-frequency carrier signal. Hence,
we can use low precision techniques that are feasible on the
highly resource constrained WSN nodes, yet we still achieve
high accuracy.

The rest of the paper is organized as follows. In the next
section we provide the theoretical background behind ra-
dio interferometric positioning. The subsequent section an-
alyzes the different sources of error affecting the overall ac-
curacy. Then we describe our prototype implementation on
the MICA2 platform. It is followed by a discussion of the
technique used to get a distance metric out of noisy phase
offset measurements. In the subsequent section we present a
centralized localization algorithm that determines the node
locations from the ranging data. We conclude the paper
with an analysis of the data we gathered at field experi-
ments.

D

A

B

C

dAC

dBC

dAD

dBD

)2 mod(  2offset phase
carrier

ACBCBDAD π
λ

π dddd −+−
=

Figure 1: Radio interferometric ranging technique.

2. INTERFEROMETRIC POSITIONING
Radio interferometric positioning exploits interfering ra-

dio waves emitted from two locations at slightly different
frequencies to obtain the necessary ranging information for
localization. The composite radio signal has a low beat fre-
quency and its envelope signal can be measured with low
precision RF chips using the received signal strength indica-
tor (RSSI) signal. The phase offset of this signal depends on
many factors, including the time instances when the trans-
missions were started. However, the relative phase offset
between two receivers depends only on the four distances
between the two transmitters and two receivers and on the
wavelength of the carrier frequency. By measuring this rel-
ative phase offset at different carrier frequencies, one can
calculate a linear combination of the distances between the
nodes, and ultimately infer their relative position. First we
will prove these claims and then study the minimum number
of measurements necessary in order to be able to resolve the
phase ambiguities and localize the participating nodes.

We model the radio RSSI circuitry in the following way.
The RSSI signal is the power of the incoming signal mea-
sured in dBm after it is mixed down to an intermediate fre-
quency fIF. It is then low pass filtered with cutoff frequency
fcut (fcut � fIF). Let r(t) denote this filtered signal.

Theorem 1. Let f2 < f1 be two close carrier frequencies
with δ = (f1 − f2)/2, δ � f2, and 2δ < fcut. Furthermore,
assume that a node receives the radio signal

s(t) = a1 cos(2πf1t + ϕ1) + a2 cos(2πf2t + ϕ2) + n(t),

where n(t) is Gaussian noise. Then the filtered RSSI sig-
nal r(t) is periodic with fundamental frequency f1 − f2 and
absolute phase offset ϕ1 − ϕ2.

Proof. If the noise is temporarily neglected then the
mixed down intermediate frequency signal is

sIF(t) = a1 cos
�
2π(fIF + δ)t + ϕ1

�
+ a2 cos

�
2π(fIF − δ)t + ϕ2

�
. (1)

To obtain the signal power:

s2
IF(t) = a2

1 cos2
�
2π(fIF + δ)t + ϕ1

�
(2)

+ a2
2 cos2

�
2π(fIF − δ)t + ϕ2

�
+ 2a1a2 cos

�
2π(fIF + δ)t + ϕ1

�
cos

�
2π(fIF − δ)t + ϕ2

�
.

Using the following trigonometric identities

cos2(x) =
1

2
+

cos(2x)

2

cos(x) cos(y) =
cos(x + y)

2
+

cos(x− y)

2

we obtain

s2
IF(t) = (a2

1 + a2
2)/2 (3)

+
a2
1

2
cos

�
4π(fIF + δ)t + 2ϕ1

�
+

a2
2

2
cos

�
4π(fIF − δ)t + 2ϕ2

�
+ a1a2 cos

�
4πfIFt + ϕ1 + ϕ2

�
+ a1a2 cos

�
4πδt + ϕ1 − ϕ2

�
where (a2

1 + a2
2)/2 is the DC component.
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Due to the nonlinear logarithmic distortion applied to
s2
IF(t), the resulting signal contains several new frequency

components. They are the linear combinations of the fre-
quency components i · 2δ + j · 2fIF in equation (3), where i
and j are non-negative integers.

The low pass filter eliminates all high frequency compo-
nents (j > 0). Hence,

r(t) = k · log
h
(a2

1 + a2
2)/2 + ñ(t)

+ a1a2 cos
�
2π(2δ)t + ϕ1 − ϕ2

�i
(4)

where ñ(t) is band-limited Gaussian white noise and k is
some constant. Thus, the fundamental frequency of r(t) is
2δ = f1 − f2. As the logarithm does not change the phase,
its absolute phase offset is ϕ1−ϕ2. Note that the amplitude
of the harmonics are significantly smaller than that of the
fundamental component.

We will use capital roman letters to denote nodes. The
distance between nodes X and Y will be denoted by dXY .
The speed of light is c.

Theorem 2. Assume that two nodes A and B transmit
pure sine waves at two close frequencies fA > fB such that
fA − fB < fcut, and two other nodes C and D measure the
filtered RSSI signal. Then the relative phase offset of rC(t)
and rD(t) is

2π
�dAD − dAC

c/fA
+

dBC − dBD

c/fB

�
(mod 2π).

Proof. Let X be either A or B, and Y be either C or D.
Let tX denote the time when node X starts to transmit, and
aXY denote the amplitude of the attenuated signal transmit-
ted by X and received by Y . The received composite signal
at node Y is

sY (t) = aAY cos
�
2πfA(t− tA − dAY /c)

�
(5)

+ aBY cos
�
2πfB(t− tB − dBY /c)

�
+ n(t)

= aAY cos
�
2πfAt− 2πfA(tA + dAY /c)

�
+ aBY cos

�
2πfBt− 2πfB(tB + dBY /c)

�
+ n(t)

after sufficient amount of time, that is when t is greater than
tA +dAY /c and tB +dBY /c. Using Theorem 1, the absolute
phase offset of the envelope signal rY (t) is

ϑY = −2πfA(tA + dAY /c) + 2πfB(tB + dBY /c). (6)

Now consider the two receivers C and D. The relative
phase offset between rC(t) and rD(t) is

ϑC − ϑD = −2πfA(tA + dAC/c) + 2πfB(tB + dBC/c) (7)

+ 2πfA(tA + dAD/c)− 2πfB(tB + dBD/c)

= 2πfA/c · (dAD − dAC) + 2πfB/c · (dBC − dBD).

From this the statement of the theorem immediately fol-
lows.

For wireless sensor nodes, due to their limited range and
high carrier frequency relative to their cutoff frequency, the
formula of the measured relative phase offset can be sim-
plified. This gives the precursor of the definition of range
following the next theorem.

Theorem 3. Assume that two nodes A and B transmit
pure sine waves at two close frequencies fA > fB, and two
other nodes C and D measure the filtered RSSI signal. If
fA−fB < 2 kHz, and dAC , dAD, dBC , dBD ≤ 1 km, then the
relative phase offset of rC(t) and rD(t) is

2π
dAD − dBD + dBC − dAC

c/f
(mod 2π),

where f = (fA + fB)/2.

Proof. Using δ = (fA − fB)/2 we can rewrite ϑC − ϑD

from the conclusion of Theorem 2 as

ϑC − ϑD = 2π
dAD − dAC + dBC − dBD

c/f
(8)

+ 2π
dAD − dAC − dBC + dBD

c/δ
(mod 2π).

According to our assumption δ ≤ 1 kHz, so c/δ ≥ 300 km.
Therefore, the second term can be disregarded.

For any four nodes A,B,C and D we define

dABCD = dAD − dBD + dBC − dAC , (9)

and for any frequency f

ϑABCD(f) = 2π
dABCD

c/f
(mod 2π). (10)

By the previous theorem we can effectively measure ϑABCD(f),
which equals dABCD modulo the wave length of the carrier
frequency. By making multiple measurements with different
carrier frequencies, one can reconstruct the value of dABCD,
which is the principal ranging data of RIPS. It is trivial to
verify that the following identities hold

dABCD = −dBACD = −dABDC = dCDAB . (11)

Note that in Theorem 3 we explicitly assumed that fA >
fB . If the opposite holds, then the frequency of the envelope
signal becomes |fA−fB | and its phase offset 2π−ϑABCD(f).
This follows from the fact that dABCD = −dBACD.

Theorem 4. In a network of n nodes there are at most
3
2
(n− 2)(n− 3) independent interference measurements that

can be made.

Proof. We fix two nodes X and Y of the network and
consider the following two classes of ranges

(M1) dXUY V , where X, Y, U, V are all different nodes, and

(M2) dXY UV , where X, Y, U, V are all different nodes and
U < V in some fixed linear order.

Clearly, there are (n − 2)(n − 3) ranges of the first type
and one half of this number in the second type. This gives
3
2
(n−2)(n−3) measurements. We claim that all other ranges

can be calculated from these.
Take nodes A, B, C and D. Then it is not hard to verify

that

dXAY C − dXBY C + dXBY D − dXAY D

= (dXC − dAC + dAY − dXY )

− (dXC − dBC + dBY − dXY )

+ (dXD − dBD + dBY − dXY )

− (dXD − dAD + dAY − dXY )

= dAD − dBD + dBC − dAC = dABCD.

(12)
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This proves that every range can be calculated from ranges
of the form dXUY V where U and V are arbitrary nodes.
However, not all these are directly measurable, because for
example X cannot be the same node as U or V . The two
degenerate cases are

dXXY U = dXU − dXU + dXY − dXY = 0, and

dXUY Y = dXY − dUY + dUY − dXY = 0. (13)

Therefore, dABCD can be calculated from ranges from class (M1)
whenever X 6= C, D and Y 6= A, B.

Using the equation dABCD = dCDAB , we can rewrite
equation (12) as

dXCY A − dXCY B + dXDY B − dXDY A = dABCD, (14)

which allows to calculate dABCD whenever X 6= A, B and
Y 6= C, D. If neither (12) nor (14) can be used to calculate
dABCD then it must be the case that {X, Y } = {A, B} or
{X, Y } = {C, D}. In these cases, however, dABCD can be
directly obtained from a measurement in class (M2) using
equations (11).

Note that the previous theorem gives only an upper bound
on the number of linearly independent set of measurable
ranges in an n-node network. Since the submission of our
paper, Lambert Meertens significantly improved this bound
to n(n− 3)/2, and proved that to be sharp [12].

Notice that any solution to the resulting system of equa-
tions is invariant under translations, rotations and reflection.
Therefore, the number of unknowns is 2n−3 in 2D and 3n−6
in 3D. In a 6-node network there are 9 linearly independent
measurements, using the sharp bound, just enough for the
9 unknowns. However, we need at least 8 nodes in 3D to
get more measurements (20) than the number of unknowns
(18).

3. SOURCES OF ERROR
The goal of this section is to list and briefly discuss the

sources of error of RIPS. In most cases further research is
necessary to properly study these errors.

We will consider two nodes transmitting unmodulated ra-
dio waves at two close frequencies and two receivers mea-
suring the absolute phase offset of the received signal r(t).
We assume that the absolute phase offset is measured at a
fixed time instant that is established between the receivers
using some form of time synchronization. The relative phase
offset is then calculated by subtracting the absolute phase
offsets of the two receivers.

The sources of error are the following:

Carrier frequency inaccuracy—the difference between the
nominal and the actual carrier frequency of the transmitted
signal. According to Theorem 3, the phase measurement
error introduced by an average 1 kHz carrier frequency in-
accuracy for ranges dABCD less than 1 km is����2π

dABCD

c/f
− 2π

dABCD

c/(f + 1000)

���� ≤ 2π · 1 km

c/1 kHz
= 0.33% · 2π,

independently of the value of f .

Carrier frequency drift and phase noise—the phase noise
and drift of the actual carrier frequency of the transmitted
signal during the measurement. Theorem 1 relies on the
fact that the frequencies of the emitted signals are stable.
Any phase noise or carrier frequency drift will be directly

observable in the measured phase offset of the envelope sig-
nal. This source of error can be minimized by shortening
the length of a single phase measurement, and by minimiz-
ing the chance of mechanical, electrical and other kinds of
shocks the RF chip is subjected to. In our implementation
one measurement lasts for 29 ms so frequency drift is likely
negligible. Phase noise, on the other hand, may have a sig-
nificant effect on phase measurement accuracy.

Multipath effects—the RF signal takes different paths when
propagating from a transmitter to a receiver, causing am-
plitude and phase fluctuations in the received signal. In
Theorem 3 we assumed that the radio signal travels from A
to C for exactly dAC/c seconds, but this assumption does
not hold in the presence of multipath fading. We expect that
in many cases higher level algorithms can filter out incon-
sistent phase offset measurements corrupted by multipath
effects.

Antenna orientation—the change of the time of flight from
the transmitter to the receiver introduced by the different
orientation or shape of the antennas used. Regardless of the
orientation of antennas, the received radio signal component
in Equation (5) originating from A and received by C is
always

aAC cos
�
2πfA(t− tA − dAC/c)

�
.

The frequency fA and transmission time tA are constants,
and by Theorem 1 the amplitude aAC of the signal does not
influence the phase offset of the signal strength. It is theo-
retically possible that the time of flight component dAC/c is
influenced by the orientation, but this was not empirically
verified.

RSSI measurement delay jitter—the jitter of the delay be-
tween the antenna receiving the radio signal and the RF
chip delivering the RSSI signal to the signal processing unit.
This jitter introduce a relative phase offset error at the two
receivers. According to our experiments, the jitter is not
noticeable.

RSSI Signal-to-Noise Ratio—the signal strength relative
to noise of the rC(t) signal. The SNR mainly depends on
the physical distance between transmitters and receiver, as
the amplitudes of the transmitted signals are exponentially
decreasing in space. The SNR value also depends strongly
on the hardware implementation of the RSSI detector circuit
at the receiver.

Signal processing error—the error introduced by the sig-
nal processing algorithm that calculates the phase offset of
rC(t). This is a noisy, logarithmically distorted, low fre-
quency sinusoid, that can be approximated by a sine wave
with additive noise. The frequency and phase estimation
of sine waves is a well-studied problem (see e.g. [13, 14]).
The theoretical Cramér-Rao bound can be approximated by
various signal processing algorithms for a given SNR.

Time synchronization error—the time synchronization er-
ror of the time instance when the receivers measure their
absolute phase offset of the received signal strength. On
representative hardware it is possible to establish a time
synchronization point with better than 2 µs precision uti-
lizing a single radio message (see [15]). Assuming a 2 kHz
interference frequency, this translates to %0.4 ·2π phase off-
set error.

4



4. IMPLEMENTATION
We have used the MICA2 mote platform with the TinyOS

operating system [16, 17] for our prototype implementation.
As stated in Section 2, the primary objective is to have
two nodes transmit sinusoid waves at close frequencies to
produce the interference signal and at least two receivers to
calculate the phase offset difference of the observed signals.
It is necessary to measure phase offset differences at multiple
frequencies to be able to calculate the range. Specifically,
our prototype RIPS implementation consists of the following
steps:

(1) selecting a pair of transmitters from a group of motes
participating in the localization and scheduling their
transmission times,

(2) fine-grain calibration of the radios of senders to trans-
mit at close frequencies,

(3) transmission of a pure sine wave by the two senders at
multiple frequencies,

(4) analysis of the RSSI samples of the interference signal
at each of the receivers to estimate the frequency and
phase offset of the signal,

(5) calculation of the actual dABCD range from the mea-
sured relative phase offsets for each pair of receivers,
and

(6) the localization algorithm.

Currently, the selection and scheduling of the transmitting
pairs, part of the frequency calibration process, the calcula-
tion of the dABCD range from multiple phase offset readings
and the localization itself are running on the base station.
The software components running on the motes include a
custom driver for the Chipcon CC1000 radio that allows
pure sine wave transmission at a particular frequency, a ra-
dio engine component that coordinates and synchronizes the
participating nodes and handles the transmission and recep-
tion of the interference signal, and a signal processing com-
ponent that estimates the frequency and phase offset of the
sampled RSSI signal.

4.1 CC1000 characteristics
Our sensor nodes are equipped with the Chipcon CC1000

radio chip configured to transmit in the 433 MHz frequency
band. The following features provided by the radio chip
were essential to the implementation of our interferometric
algorithm:

(1) capability to transmit an unmodulated sine wave in
a reasonably wide frequency band (between 400 MHz
and 460 MHz), as well as the ability to tune the fre-
quency of the transmitter in fine-grain steps (65 Hz),

(2) short-term stability of the frequency of the unmodu-
lated sine wave (for less than 29 ms time period),

(3) relatively precise capture of RSSI with only a small
delay jitter, and

(4) capability to transmit at different power levels.

The relatively wide frequency band is necessary for calcu-
lating the actual range from the phase offset differences (see
Section 5). The fine-grained frequency tuning is needed to
achieve the separation of the two transmitters as required by
Theorem 3 in Section 2. We require the short-term stabil-
ity of the carrier frequency because the frequency and phase
offset analysis at the receivers uses averaging over multi-
ple periods to increase the SNR. The timing precision of
the measured RSSI signal is also critical because the RSSI
measurement delay affects the relative phase offset error as
discussed in Section 3. Finally, transmission at different
power levels is required since the distance of the two trans-
mitters from a receiver can vary up to the point where the
closer transmitter completely overwhelms the signal from
the more distant one.

Even though the radio chip is highly configurable with
many favorable properties, it has certain limitations that
we had to overcome:

(1) the time required to calibrate the radio chip has a large
jitter of up to 5 ms,

(2) the frequency synthesizer is not accurate enough, we
have seen carrier frequency deviations that depended
on the temperature and voltage levels,

We cope with the radio timing fluctuations by using a
time synchronization scheme, which is external to the radio
chip (Section 4.2). It is also important to overcome the car-
rier frequency inaccuracy because the interference frequency
needs to fall within a small range. We implemented an al-
gorithm (Section 4.3) that determines the radio parameters
for the transmitters corresponding to a frequency separation
of close to 0 Hz. We run the this algorithm frequently (i.e.,
once for each transmitter pair) to overcome the dependency
of the generated frequency on the current temperature and
voltage.

4.2 Time synchronization
In order to measure the relative phase offset of the RSSI

signals between different receivers, the nodes need to syn-
chronize and measure the absolute phase offsets relative to
a common time instant. After collecting the absolute phase
offsets from the receivers, the relative phase offsets can be
calculated by subtracting them from each other. In this sec-
tion we discuss the necessary synchronization strategy. We
do not use network-wide time synchronization. Instead, we
synchronize the nodes participating in the current ranging
round only and only for the duration of a single measure-
ment.

Before a node can transmit or receive a radio signal at
a particular frequency, it needs to acquire the radio chip
from the standard MAC layer and calibrate it to that fre-
quency. Once the chip is acquired, no further inter-node
communication is possible, so the participating nodes have
to follow a predefined schedule starting from a precise time
instant to stay synchronized. This scheduling is challenging
because the time required to perform most operations with
the radio, such as acquire and calibrate, have a significant
variance. The crucial operation is the sampling of the RSSI
signal that needs to be aligned with a couple of microseconds
precision across the receivers.

The timing uncertainties in the radio chip are mitigated
by imposing an external synchronization protocol depicted
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Figure 2: The synchronization schedule that aligns
the start of the transmission and reception at mul-
tiple nodes.

in Figure 2. In this protocol, the master node initiates the
measurement by broadcasting a radio message, which identi-
fies the other sender node, the type of measurement (tuning
or ranging) and the transmit powers. The message also spec-
ifies a time instant in the future—in the local time of the
master—when the measurement must be started. Finally,
the radio stack attaches a precise timestamp to the packet,
when it is sent from the mote. Each receiver converts the
synchronization point to its local time by using the arrival
timestamp of this message. The converted value is used
to set up a local timer and is re-broadcasted. This simple
protocol enabled us to extend interferometric measurements
beyond the data communication range. It was shown in [15]
that it is possible to set up synchronization points this way
with microsecond accuracy on the MICA2 platform. We
start calibration and signal transmission/reception at fixed
times after the synchronization point. The combined error
of synchronization and clock skew over a time period of less
than 1 second is still just a few microseconds.

The external synchronization ensures that the receivers
and transmitters send the receive and send commands to the
radio chip at the same time. This does not necessarily mean
that the receivers start receiving data from the ADC at the
same time. To compensate for this, each receiver records
the times when the RSSI samples arrived and adjusts the
measured absolute phase accordingly.

4.3 Tuning
The CC1000 radio chip needs to perform internal calibra-

tion of the frequency synthesizer PLL to adjust it to the
frequency and compensate for supply voltage and temper-
ature variations. The self-calibration is a time consuming
process that takes up to 34 ms according to the Chipcon
datasheet [18]. Moreover, since the PLL can generate only
a limited scale of frequencies, it is advised to recalibrate
it for frequencies more than 1 MHz apart. We found it
useful to index the available frequency band (400 MHz to
460 MHz) by frequency channels, so that transmitting on a
different channel mandates recalibration. We define chan-
nel 0 to be at 430.1 MHz and the channel separation to be
approximately 0.526 MHz.

A key benefit of CC1000 chip is that the PLL can gener-
ate different frequencies at a very fine frequency resolution
(65 Hz) once calibrated to a particular channel. We index
these fine-grained frequencies with frequency tuning and re-
quire no recalibration when changing the tuning parameter.
The nominal frequency f can be then obtained from the

channel and tuning parameters the following way:

f = 430.1 + 0.526 · channel + 65 · 10−6 · tuning.

One of the limitations of the chip is that the actual fre-
quency for a specific channel can differ from the nominal
value by up to 2 kHz. Since the frequency range where we
can measure the interference accurately is limited by the
time constraint for a measurement (29 ms) as well as the
limited sampling rate of the RSSI signal on MICA2 plat-
form (9 kHz), we need to ensure that the difference between
the transmission frequencies is in the range of 200 Hz to
800 Hz.
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Figure 3: A receiving node observes the frequency of
interference of two transmitters. The first transmit-
ter changes the carrier frequency in 325 Hz steps.

We implemented a frequency tuning algorithm that deter-
mines the radio settings for the transmitters corresponding
to the same frequency. Let the transmitters be set to the
same channel and f1, f2 be the actual signal frequencies.
We found the maximum carrier frequency error to be less
than 2 kHz, so we can assume that |f1 − f2| < 2 · 2 kHz =
4 kHz. The first transmitter emits a sine wave at frequen-
cies f1(i) = f1 + i · 325 Hz, i = −15,−14, . . . , 15 using
the tuning capability of the radio chip, while the second
transmitter keeps transmitting at frequency f2. A receiver
node analyzes the frequency of the interference signal which
is |f1(i) − f2| (see Figure 3). Using the known step size
(325 Hz), the receiver can filter out the noise and faulty fre-
quency measurements and determine the value of i for which
the interference frequency is close to 0. The receiver prop-
agates this information back to the first transmitter who
consequently determines the settings for the radio chip such
that the interference frequency is in the required range.

It should be noted that the frequency error for two nodes
does not stay constant for different channels. Observing it
at two channels 50 MHz apart, we have seen up to 300 Hz
change. However, as the frequency error is mainly caused by
the imprecision of the crystal that drives the radio chip, it is
approximately linear in frequency. Therefore, we can mea-
sure the correct tuning parameter for two different channels
and interpolate these values to obtain the radio parameters
for the other channels.

4.4 Frequency and phase estimation
Due to the limited communication bandwidth the sam-

pled RSSI values need to be processed on the motes. The
signal processing algorithm estimates the frequency and the
phase of the RSSI signal and transmits these and a quality
indicator of the measurement to the base station. The al-
gorithm is divided to online and post-processing parts. The
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online part is executed upon each A/D converter interrupt
for 256 consecutive samples. Afterwards, more extensive
post-processing is performed on the data computed in the
online phase.

Hardware limitations on the mote make computationally
expensive signal processing techniques prohibitive. The ADC
sampling rate (9 kHz) and the clock frequency of the 8 bit
microcontroller (7.4 MHz), allows roughly 820 CPU cycles
per sample for online processing. Post processing is lim-
ited by a somewhat less strict deadline: several measure-
ments are made between time synchronization points, leav-
ing around 10,000 cycles per measurement for post-process-
ing. The lack of floating point hardware support and mem-
ory space limitations further restrict the domain of feasible
algorithms. The use of standard, but computationally ex-
pensive solutions, such as Fourier analysis or autocorrela-
tion, is not feasible.

Figure 4 shows a representative RSSI signal recorded by
a mote. Peak detection is performed on-line in the ADC in-
terrupt routine eliminating the need for large sample buffers
and shortening the post-processing time. First, the raw sam-
ples are filtered by a moving average component in order to
enhance the SNR. Next the minimum and maximum signal
values—essential parameters to our adaptive peak detection
algorithm—are acquired from the leading 24 samples. This
first part of the data series is long enough to contain at least
one full period. The acquired amplitude value serves as a
quality indicator of the measurement. Later on, samples
above (below) a threshold currently set at 20% of the am-
plitude from the maximum (minimum) value are identified
as high (low) amplitudes in the filtered signal. Peaks are de-
fined as center points of two consecutive high level threshold
crossings (non-high → high, followed by a high → non-high
step). Peaks are discarded in this phase if the signal has not
crossed the low threshold since the last peak, minimizing
the risk of false positive detections.
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Figure 4: Peak detection and filtering.

The post-processing phase works exclusively on peak in-
dexes, identified and stored by the online algorithm. After
it determines the shortest period between subsequent peaks,
it accumulates the sum of the periods that are not longer
than 130% of the shortest one (to compensate for the very
rare false positive detections in the first phase). Peaks on
both ends of an outlier period are marked as false peaks and
discarded. This simple and draconian rule might throw out

good peaks, a small price to pay for rejecting false peaks,
which could significantly impair the phase calculation. Fre-
quency is calculated as the reciprocate of the average period
length.

The phase of the RSSI signal is estimated by the av-
erage phase of the filtered peaks. Since small errors in
the frequency estimation can result in a significant error
in the phase calculation, we compute the phases relative to
the center of the sample buffer, thereby reducing the ac-
cumulated phase error due to an inaccurate frequency es-
timate [13]. The algorithm also employs a basic phase un-
wrapping method to average values near 0 and 2π properly.

Since floating point calculations are prohibitive on the
mote, hand optimized fixed point arithmetic is used through-
out the frequency and phase computations. The estimated
frequency, phase and amplitude tuple is finally sent back to
the base station.

4.5 Scheduling
There are two levels of scheduling involved in the inter-

ference measurement process:

A) High level scheduling is responsible for selecting the
pair of transmitters and should minimize the number
of interference measurements while producing enough
independent measurements to localize nodes uniquely
in 3-dimensions. As given at the end of Section 2, for
a group of n nodes that form a single hop network, we
have at most n(n − 3)/2 choices for the independent
interference measurements. The number of unknowns
is 3n−6 in 3-dimensional localization, so for groups of
nodes larger than 8 we get an over-determined system
of equations. In our current implementation, the base
station selects all possible pairs of transmitters while
all other nodes within their range act as receivers.

B) Low level scheduling coordinates the activities of the
two transmitters and multiple receivers. The frequency
tuning algorithm and the phase offset estimation proc-
ess described earlier in this section both involve mul-
tiple steps that require proper frequency calibration
and timing. Currently, 13 different frequency chan-
nels 5 MHz apart are used between 400 and 460 MHz.
Furthermore, the scheduler executes the phase offset
measurement with the same pair of transmitters, but
different radio power settings to compensate for the
effect of one transmitter being much closer to a re-
ceiver than the other. Currently, three combinations
are used: full power/full power or the two combina-
tions of full power/half power.

5. RANGE CALCULATION
From a set of phase measurements for the frequencies

f1, . . . , fk the following Diophantine equations can be for-
mulated

dABCD = λini + γi = λjnj + γj , (15)

where λi = c/fi is the wave length, γi = λi
ϑi
2π

is the phase
offset relative to the wave length, ϑi is the measured phase
offset, and ni is an integer. We need a set of λi’s so that their
least common multiple is larger than the possible domain of
dABCD. In case of the 433 MHz band, having 5 MHz sepa-
ration means that three different measurements are enough
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assuming perfect phase estimation. The concept is illus-
trated in Figure 5.

dABCDλi

2pi

solution

Figure 5: Calculating the range from phase offsets.

Unfortunately, the phase measurements are noisy, so the
Diophantine equations become invalid. They can be refor-
mulated into inequalities

|(λini + γi)− (λjnj + γj)| < ε, (16)

where ε is a fraction of the wavelength determined by the
phase measurement accuracy. This inequality set can be
solved and the dABCD solution defined as the mean of the
individual di = λini + γi values. However, there may be
multiple solutions resulting in more than one dABCD val-
ues differing by small integer multiples of the wavelength
approximately.

An error function can be defined as

error =
qX

(dABCD − di)2. (17)

The solution with the minimum error value becomes the final
dABCD estimate. The more number of different frequencies
are used the better the estimate is. Instead of the necessary
three, we currently use around 10 different frequencies.

6. LOCALIZATION
Since the RIPS ranging method does not provide range

estimates between a pair of nodes directly, but a combi-
nation of distances among four nodes, none of the existing
localization methods is directly applicable. Solving the large
number of nonlinear equations would be somewhat cumber-
some and not scale well. Instead, as a first cut at the local-
ization problem, we decided to use an optimization method
based on genetic algorithms (GA). GA follows the idea of
Darwinian evolution and widely used as a general function
optimization method. Our current approach is not meant as
a comprehensive solution yet. In the limited time we had,
our goal was to evaluate the ranging method in the con-
text of overall localization accuracy and provide a baseline
localization method.

Given a set of nodes with unknown locations and a set M
of dABCD ranges, our goal is to find the relative positions
of the nodes. An error function is defined over the node
locations and a GA is used to find the node locations with
the smallest error. Here is the brief description of the applied
genetic algorithm:

(1) Generate an initial population of populationSize ran-
dom solutions.

(2) Select subpopulationSize solutions randomly from the
population.

(3) Evaluate each solution in the selected subset using the
error function.

(4) Sort the subset according to error.

(5) Remove the worst 20% of the individuals in the sub-
set, then generate new individuals by selecting random
parents from the best 20% and applying genetic oper-
ators on the parents.

(6) Go to step (2).

A solution here is a placement of nodes. The error of a
solution s is defined as

error(s) =
1

n

s X
ABCD∈M

(dABCD − dABCD(s))2, (18)

where dABCD is the measured range and dABCD(s) is the
calculated range in the solution s.

A node placement is represented directly by a vector of
(x, y, z) coordinates of the nodes. The following genetic op-
erators are used to create new solutions:

(1) Crossing over: each node position is inherited from one
of the two parents with even chance.

(2) Mutations (all cases have equal chance)

(a) Move one node by a Gaussian random number
with a small ε variance.

(b) Move one node to a random position.

(c) Move all nodes by the same Gaussian random
number with a small ε variance.

The value of ε is set to the current value of the error
function. It makes it possible for the nodes to do bigger
“jumps” if the error is larger. When the error gets small the
nodes can fine tune their positions this way.

This algorithm uses all the given ranges and tries to mini-
mize the difference between the input range and the range in
the solution. However, the input data has range estimates
with relatively large errors corresponding to integer multi-
ples of the wavelength distorting the solution. We extended
the genetic representation of the solution to include the set
of used measurements and let the GA optimize this set as
well. This way the GA searches for the node positions and a
set of good measurements simultaneously, making it possi-
ble to eliminate all or most of the bad measurements. In our
experiments this enhanced GA was able to reach the same
accuracy as the one running on a data set where all ranges
with large errors were removed manually.

7. EVALUATION

7.1 Effective range
Determining the effective range of the radio interferomet-

ric ranging technique is not as straightforward as it is with
methods relying on direct pairwise ranging. There are four
nodes involved here and not only are there constraints on
their pairwise distances, but also restrictions on the geome-
try of their arrangement. The maximum distance between
a transmitter and a receiver is clearly related to the ra-
dio range. We have observed nice interference signals even
when the receiver was far beyond the communication range
of the transmitters at 160 meters using somewhat elevated
motes. In the same setup the communication range was only
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80 meters. That means that the interferometric technique
can have twice the range as the digital communication im-
plemented on the MICA2 mote using the same radio. In the
remaining discussion we’ll call this distance the interfero-
metric radio range.

So far we have only talked about the maximum distance
between a transmitter and a receiver. There is no direct
constraint on the distance between the two transmitters or
the distance between the two receivers. However, by im-
plication, they need to be within twice the interferometric
radio range. Another important consideration is the ratio of
the distances from a single receiver to the two transmitters.
The received signal strength of one of the signals cannot
be much larger than the other to generate a good quality
interference signal. Tuning the transmitter output power
can compensate for this, however. Note that this does not
constrain the range of the given geometric arrangement of
two transmitters and a receiver, since the given transmitter
has to be close to the receiver if its signal can overwhelm the
other signal. On the other hand, the same amplitude tuning
needs to work for two receivers at the same time. Therefore,
the second receiver needs to be in an area where the interfer-
ence signal quality using the given amplitude tuning is still
good enough. Furthermore, obstructions, multipath effects
and other environmental conditions will adversely affect the
effective range.

RIPS works with dABCD range measures and not pairwise
distances. What are the possible values dABCD can take?
Since all four terms in the equation are between 0 and the
maximum interferometric radio range (r), it is easy to see
that

− 2r ≤ dABCD ≤ 2r. (19)

7.2 Experimental setup
Due to the difficulties involved in establishing the ground

truth very accurately, so far we have only experimented with
smaller scale setups. The data we analyze in the following
sections were gathered using 16 nodes in a 4x4 grid deployed
in a flat grassy area with no obstructions. The overall area
covered was 18x18 meters. In order to localize nodes in 2D
we selected 3 anchor points. They were picked randomly
while making sure that they did not fall in a line.

The grid was selected because of the relative ease of set-
ting up the positions precisely. While measuring the edges
with a tape measure can be done well enough, keeping all
the angles right is harder. We estimate that the accuracy
of node placement is within 5cm. Note that we do not use
the fact that the nodes are arranged in a grid at any point
in our positioning method.

7.3 Frequency and phase accuracy
The performance of our frequency and phase detection

algorithm is comparable to a high resolution (1 Hz) DFT-
based approach. The justification of DFT-based tone para-
meter estimation and its relationship to the maximum like-
lihood estimator can be found in [13].

Figure 6 shows frequency and relative phase offset results
of frequency tuning observed on a pair of motes (one of the
senders changed its carrier frequency in small increments).
The number of RSSI samples (measurement interval) limits
both approaches at low frequencies. In the “normal oper-
ating range,” however, the mote implementation performs
surprisingly well. On the frequency diagram both methods
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Figure 6: Comparison of frequency and phase re-
sults and high resolution DFT estimation at differ-
ent interference frequencies.

closely reveal the ideal “v-shaped” curve. Phase difference
measurements have significantly more noise (the ideal re-
sponse would be a constant value flipped at 0 Hz), as we
expected in Section 4.4.

The average error of relative phase offset measurement is
illustrated in Figure 7. In the experimental setup we fixed
one pair of motes as transmitters and performed frequency
tuning around 0 Hz interference. We repeated the same
experiment 30 times. For all

�
14
2

�
pairs we calculated the

median phase and the average deviation at each frequency.
Next, we calculated the average value of these deviations.
By using the amplitude value as a quality indicator of mea-
surements, the average error can be drastically reduced.
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Figure 7: Mean deviation of phase measurements
using different filtering thresholds.

7.4 Ranging accuracy
The error distribution of the calculated dABCD ranges can

be approximated by the superposition of a set of Gaussian
distributions with centers at integer multiples of the wave-
length of the carrier frequency. Depending on the experi-
mental setup, about half of the range estimates have less
than one quarter wavelength error with the remaining val-
ues shifted by one or two wavelengths as shown in Figure 8.
The ratio of the good and shifted values can be significantly
improved using simple filtering techniques while keeping the
number of range estimates high enough to enable accurate
localization of the nodes.
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The algorithm measuring the interference signal frequency
and phase also determines the average amplitude of the sig-
nal. The amplitude shows strong correlation with the error
of the range estimate. Currently, we use a constant am-
plitude threshold (12% of maximum A/D range) to discard
measurements with low SNR. This filtering can be carried
out locally on each mote acting as receiver, but currently it
is done on the base station.

The interference signal is measured by all the nodes in
radio range. Due to measurement errors, the frequency es-
timates will vary at different motes. Nodes that measure
the frequency with a large error will likely have a bad phase
estimate also. Therefore, these measurements need to be fil-
tered out as well. The filtering is carried out by identifying
a narrow frequency window that has the maximum number
of frequency estimates in it. All the measurements outside
of this window are discarded. This process can also be car-
ried out on the motes, but it would require communication
among the active receivers. Currently it is done on the base
station.

Finally, we calculate the range for a given pair of trans-
mitter receiver pairs only if the number of frequency chan-
nels with good phase offset measurements is higher than a
threshold. Currently this limit is set to 10.

After these three filtering stages, the ratio of the measure-
ments with less then one quarter wavelength error can be
improved by approximately 50% as illustrated on Figure 9.
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Figure 9: Error distribution of the filtered ranges.

Figure 10 shows the central portion of the error distribu-
tion after filtering. The accuracy of these over 2000 measure-
ments clearly demonstrates the potentially extreme high-
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Figure 10: Central portion of the error distribution
of the filtered ranges.

precision of overall localization using RIPS if one can elimi-
nate the “side lobes” of the distribution. We can either de-
velop more advanced filtering methods to discard measure-
ments with full wavelength errors, increase the accuracy of
the phase measurements, or increase the frequency band be-
yond the [400, 460] MHz range. Even a small improvement
in phase estimation accuracy could potentially dramatically
increase the ratio of good to bad measurements. Intuitively
there is a threshold in the phase measurement error where
it is not large enough to cause the range estimator to miss
by a full wavelength. An analytical evaluation is needed to
quantify this relationship.

7.5 Localization accuracy
We ran a localization experiment using the setup described

above utilizing the filtered ranging data shown in Figure 9.
The genetic optimization procedure ran for 2 minutes. The
error distribution of the resulting localization is shown in
Figure 11. The average accuracy was 3 cm, while the largest
error was approximately 6 cm. The results are shown in Fig-
ure 12 with the three anchor nodes depicted by large circles.
At this resolution and localization accuracy the small circles
showing the actual and estimated positions overlap.
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Figure 11: Error distribution of localization.

To test the scalability of the approach we reran the lo-
calization utilizing only 20% of the raw ranging data. We
selected 48 transmitter pairs out of the possible

�
16
2

�
= 240

randomly. After filtering, approximately 1000 measurements
remained with 28% of them shifted by integer multiples of
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the wavelengths. This ratio is about the same as for the
whole data set. The localization algorithm achieved 5 cm av-
erage accuracy, while the worst error remained under 10 cm.

Figure 12: Localization results.

Note that the estimated accuracy of the ground truth
and the accuracy of the localization results are compara-
ble. Therefore, these numbers are not exact; they are just
indications of the very high precision RIPS can achieve.

7.6 Latency
There are

�
16
2

��
14
2

�
different configurations of transmit-

ter/receiver pairs in the 16-node experiment described above.
We use three different amplitude combinations for any given
four-node setup. Therefore, there are altogether approxi-
mately 32,000 measurements carried out. Note that not all
of these measurements are independent but we wanted to
gather as much ranging data as possible. There is quite a
bit of concurrency, as for any particular transmitter pair,
all receivers perform their measurements in parallel. On the
other hand, each transmitter pair needs to do multiple mea-
surements for frequency tuning and then multiple frequency
channels are used for the actual measurements. The tuning
algorithm, range calculations and localization are carried
out on the base station, so there is a large amount of data
that is shipped to the root of the network.

Currently, the entire process takes about 80 minutes. This
can be sped up significantly. Localization does not need
this amount of data; potentially an order of magnitude less
would work well enough. If we use only one fifth of the pos-
sible transmitter pairs—to be conservative—that would im-
mediately decrease the time to below twenty minutes. Fur-
thermore, the tuning algorithm can be implemented on the
motes. It needs to run on one of the receivers of an interfer-
ence signal. The results then need to be communicated back
to the transmitters. This would help scalability in larger se-
tups since the base station need not be involved in tuning
at all and hence, message routes would be much shorter. As
mentioned earlier, data filtering based on the interference
signal amplitude can be done locally on the mote. Addi-
tional filtering requires communication between the different
receivers of the same interference signal. In a small setup,
it would not provide any speedup. For a large deployment,
however, this would significantly increase the scalability.

Additional optimization could involve decreasing the num-
ber of frequency tuning steps to the minimum necessary.

The number of channels used for the actual phase measure-
ments could also be decreased somewhat if the phase esti-
mation accuracy can be improved. Finally, the mote imple-
mentation code is not fully optimized in this first version of
RIPS. We estimate that the entire localization process could
be carried out in under 5 minutes for smaller scale setups.
Large setups would require more time, but the process scales
well because the network can be automatically divided into
sets of non-overlapping regions determined by the radio in-
terferometric range where the procedure can be carried out
concurrently. The design of an efficient scheduling algorithm
is an area of further research.

8. CONCLUSIONS AND FUTURE WORK
The Radio Interferometric Position System (RIPS) repre-

sents a significant advance in node localization in WSNs. It
achieves high accuracy and long range simultaneously, sup-
ports 3D localization and does not require extra hardware
or calibration. The key enabling ideas behind this perfor-
mance are the application of two transmitters to create an
interference signal, the measurements of the relative phase
offset at two receivers cancelling out many sources of error,
and the fact that we measure the phase of a low-frequency
signal, yet it relates to the wavelength of the high-frequency
carrier signal.

Our prototype implementation was enabled by the highly
configurable Chipcon CC1000 radio. Hence, it is available
on the MICA2 and XSM platforms, but not on MICAZ-s
or Telos-es. In the future we foresee the implementation
of the ranging technique in hardware: the radio frequency
should be tunable and the radio chip needs to support fre-
quency and phase measurements natively. This would sim-
plify the localization service, speed up the operation and
provide higher accuracy.

Our current work involves the evaluation of the technique
indoors. We are researching how RF multipath effects dis-
tort the measurements. Efficient scheduling of the individ-
ual measurements in order to minimize localization time in
a large scale WSN deployment is another area of study. Fi-
nally, we plan to verify the performance of RIPS in a large
scale 3D field experiment in the near future.
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