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Abstract. Reliable data transmission protocols between a sender and a
receiver often use feedback from receiver to sender to acknowledge cor-
rect data delivery. Such feedback is typically sent as control messages by
receiver nodes. Since sending of control messages involves communica-
tion overhead, many protocols rely on aggregating a number of control
messages and sending them together as a single packet over the network.
On the other hand, the delays in the transmission of control messages
may reduce the rate of data transmission from the sender. Thus, there
is a basic tradeoff between the communication cost of control messages
and the effect of delaying them.
We develop a rigorous framework to study the aggregation of control
packets for multicast and other hierarchical network protocols. We define
the multicast aggregation problem and design efficient online algorithms
for it, both centralized and distributed.

1 Introduction

Reliable transmission of data across an unreliable packet network (such as IP)
requires end to end protocols (such as TCP) that use feedback. Such protocols
use control messages to set up connections, to acknowledge the correct recep-
tion of (part of) the data, and possibly to control the transmission rate. This
introduces a communication overhead, that may result in decreasing the overall
effective throughput of the network. Since control messages are typically small,
one can aggregate several control messages into a single packet in order to re-
duce the communication overhead. However, such an approach introduces extra
delay since a control message may need to wait at the aggregation points for
additional control messages. In many cases (e.g. TCP) delayed control messages
may result in a reduction of the overall transmission protocol throughput. Thus,
there is a tradeoff between the amount of reduction in the communication cost
one can get from aggregating control messages, and the affect of the possible
delay caused by it. This paper studies this tradeoff in the context of multicast
and hierarchical protocols.

We use the term multicast protocols to describe a transmission protocol that
delivers data from a single sender to a (possibly large) set of receivers. Reliable
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multicast protocols provide a mechanism to ensure that every receiver receives
all the data. Since the underlying network (IP) is unreliable (i.e. packets may
be lost), such protocols must detect errors (i.e. lost packets) in order to request
their retransmission. One approach is to have the sender detect that an error
has occurred, this is done by making each receiver acknowledge receiving each
packet. A common practice is to send a special control packet called ACK (pos-
itive acknowledgment) for each received packet. However, this may result in an
implosion of control packets being sent to the sender. An alternative is to make
each receiver independently responsible for detecting its errors, e.g., a gap in the
sequence numbers may signal a lost packet. In such a case the common practice is
to send a NAK (negative acknowledgment). In this case, an implosion of control
packets may occur as well when the same packet is lost for many receivers.

Several reliable multicast protocols were developed (see for example [7])
which use different techniques to overcome the ACK/NAK implosion problem.
One commonly used technique is to use control message aggregation where sev-
eral control messages to the root are aggregated into a single control message,
thus saving on the communication cost at the expense of delaying individual
messages to achieve aggregation. Most protocols use ad hoc methods based on
user-defined timers to perform such an aggregation. Consider, for example, the
Local Group based Multicast Protocol (LGMP) [4]. This protocol uses the local
group concept (LGC) in order to overcome the ACK-implosion problem. Local
groups are organized in an hierarchical structure. Each receiver sends control
message to its local group controller, which aggregates the data, tries to recover
locally, and when needed reports to its local group controller (which belongs to a
higher level in the hierarchy tree). LGMP uses timer timeout in order to decide
when to send a control message up the tree (see Section 2.4 of [4]).

Using hierarchical structures is not restricted to multicast algorithms. Many
network protocols use hierarchical structures to address the scalability problem.
Examples include the PNNI [8] routing algorithm in ATM and the RSVP [9]
protocols. In many of these protocols there is a need to report status to the
higher level in the hierarchy. This leads to exactly the same tradeoff between the
amount of control information and the delay in the reported information.

A very recent example is the Gathercast mechanism proposed by Badrinath
and Sudame [1]. Gathercast proposes to aggregate small control packets, such as
TCP acknowledge messages, sent to the same host (or to hosts in the same (sub)-
network). The authors show that such an aggregation significantly improves
performances under certain conditions. In the proposed scheme there is a time
bound on the amount of delay a packet can suffer at the gathering point, and
once this timer has expired the packet is sent.

1.1 Our Model and Results

This paper offers a theoretical framework to study the aggregation of control
messages in such situations. Specifically, we investigate the global optimization
problem of data aggregation in multicast trees. We are given a multicast tree
with a communication cost associated with each link. When a packet arrives at
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a receiver node (leaf or internal node), a control message (typically an ACK
control message) has to be sent to the root. Nodes can delay control messages
in order to aggregate them, and save on the communication cost. The cost paid
by a control message to traverse a tree link is independent of the number of
aggregated control messages that it represents. Also, note that control messages
that originate at the same receiver node as well as the ones originating at different
nodes are allowed to be aggregated. However, the delay of each original control
message contributes to a delay cost. The total delay cost is defined to be the
sum of the delays of all the messages. Thus, our optimization problem can be
stated as follows: Given a multicast tree and a sequence of packet arrivals at the
receiver nodes, determine a schedule of minimum cost (communication cost plus
the delay cost) to send back the control messages to the root. We refer to this
problem as the multicast aggregation problem. This is an online optimization
problem in which decisions must be made based upon current state without
knowing future events.

We present both centralized and distributed online algorithms for the mul-
ticast aggregation problem. Our centralized online algorithm assumes a global
information model, where a central entity determines how control messages are
sent. However, future arrivals of messages are not known to the algorithm. Our
distributed online algorithm is a “local” algorithm that makes decisions in the
nodes of the tree based on the packets waiting there. Clearly, in practice, multi-
cast aggregation algorithms are distributed, thus making the centralized model
to be largely of theoretical interest. However, we believe that studying the cen-
tralized online model provides important insight into the combinatorial structure
of the problem. Indeed, it turns out that the multicast aggregation problem is
highly non-trivial even in the centralized model. Both of our algorithms are
based on a natural strategy that tries to balance the communication costs and
the delay costs incurred by the control messages.

For the centralized online case, we give an O(logα)-competitive algorithm,
where α is the total communication cost associated with the multicast tree. We
also show that our analysis of the competitive factor of the algorithm is tight.
For the distributed online case, we give an O(h · logα)-competitive algorithm,
where h is the height of the multicast tree. We show a lower bound of Ω(

√
h)

on the competitive ratio of any distributed online algorithm which is oblivious,
i.e., uses only local information. This notion will be defined more precisely later.

In order to study the performance of our distributed algorithms in practice,
we conducted a performance study using simulations. We compared our algo-
rithm to two commonly used methods: one that reports all events immediately,
and another that works with timers. It turns out that in most scenarios our
distributed online algorithm outperforms the other heuristics, and in some rele-
vant cases it performs significantly (up to 40%) better. One of the most notable
characteristics of our online algorithm is its robustness, i.e., it performs well
across a broad spectrum of scenarios. It follows from our simulations that in a
sense, our online algorithm works like a self adjusting timer, since on one hand
it aggregates messages, but on the other hand it does not wait too long before
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sending them. Due to lack of space the detailed description of the simulation
results are omitted from this version of the paper.

1.2 Related Work

Dooly, Goldman and Scott [3] study the problem of aggregating TCP ACK
packets over a single link. They observed that the off-line case of the single link
version can be optimally solved by using dynamic programming. For the online
case of this problem they designed a 2-competitive algorithm in the spirit of
rent-to-buy algorithms. Bortnikov and Cohen [2] give several online heuristics
for a local scheduling problem for the more general hierarchical case.

A model similar to ours was introduced by Papadimitriou and Servan-
Schreiber [6] in the context of organization theory (see also [5]). They model
an organization as a tree where the messages arrive at the leaves and must be
sent to the root as soon as possible. Messages model pieces of information about
the “world” outside the organization, and the “boss” needs to have an up-to-date
view of the world as soon as possible. These messages are allowed to be aggre-
gated and the objective function is the sum of the communication cost and the
delay cost. However, their work is primarily focused on the case where message
arrivals are modeled by a Poisson process.

2 The Model

In this section we formally define our model and assumptions. We are given a
rooted tree T that we refer to as the multicast tree. This tree may be a real
multicast tree, or a tree describing a hierarchical structure of a protocol, where
each link actually represents a path in the real network. We view the tree T as
being directed from the leaves towards the root r so that each arc is uniquely
defined by its tail. Thus, for each node v ∈ T (except for the root) we denote by
e(v) the arc leaving it. Each arc (a tree edge) has a communication cost (or just
cost) denoted by c(·). We assume that the communication cost of each arc is at
least 1.

Packets arrive at the tree nodes over time which is slotted. An arrival of
a packet at a tree node generates a control message (ACK) that needs to be
delivered to the root. Our goal is to minimize communication cost of control
messages by aggregating them as they make their way up the tree. We denote
by τ the time at which the last packet arrives. In general, packets can arrive
at any node, internal node or leaf. However, we can assume without loss of
generality that packets arrive only at leaves.

For a given packet p, let ta(p) denote the time at which it arrives at a leaf
node v. As mentioned before, for each packet we need to send a control message
to the root. Control messages waiting at a node accumulate delay and the delay
accumulated until time t by the control message for a packet p is denoted by
dt(p). We assume that each control message must wait at least one unit of time
at a leaf before being sent out. Thus, the delay accumulated by a control message
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is at least 1. From here on, we will identify each packet with its control message,
and simply use the word packet and control messages interchangeably. Our delay
metric is the sum of the delays of the packets, where the delay of each packet is
linear in the time it waits at a node, i.e. dt(p) = β(t − ta(p)) for some constant
β.

In general, nodes can aggregate as many packets as needed and send them up
the tree to their parent. We make the simplifying assumption of no propagation
delay along the links (this avoids having to deal with synchronization issues).
In the distributed model, we assume that at each time step t, each node v may
aggregate awaiting packets and send the aggregated packet to its parent. The
cost of sending the message is c(e(v)), which is independent of the number of
aggregated packets. In the centralized model we assume that at each time step
t, an online algorithm broadcasts a subtree Tt (possibly empty) that collects all
packets present at the leaves of Tt and sends them to the root. These packets
are aggregated together in a bottom-up manner so that each link of the tree
Tt is traversed exactly once during this process. We refer to such an action as
broadcasting the subtree Tt, and the cost of this broadcast is given by cost(Tt) =∑

v∈Tt
c(e(v)).

To summarize, our total cost is the sum of the delay costs of all the packets
(total delay cost) together with the total communication cost. In the centralized
model, the total communication cost is the sum of the costs of the subtrees that
are broadcast. In the distributed model, the communication cost is the sum of
the costs of the tree edges that are used by the (aggregated) messages.

3 The Centralized Online Algorithm

In this section we present log-competitive centralized online algorithms for our
problem. We assume a global information model, where a central entity deter-
mines how control messages are sent. However, future arrivals of messages are
not known to the algorithm. Our online algorithm is based on the following nat-
ural strategy: at any time t, we broadcast a maximal subtree (wrt containment)
such that the cost of the subtree is roughly equal to the accumulated delay of
the packets at its leaves.

Let dt(p) denote the delay accumulated by a packet p until time t. Our
algorithm broadcasts at each time t, a maximal subtree T ′ ⊆ T that satisfies∑

p∈T ′
dt(p) ≥ cost(T ′),

where p ∈ T ′ ranges over all packets waiting at any leaf node in T ′. It is easily
seen that at each broadcast of a tree T ′ by the online algorithm, we must also
have

∑
p∈T ′ dt(p) ≤ 2 · cost(T ′).

Fix an optimal solution opt and let T ∗ = {T1, ..., Tτ} denote the trees (possi-
bly empty) broadcast by opt. Let P denote the set of all packets received during
the algorithm’s execution. For any packet p ∈ P, let delay(p) and delay∗(p) de-
note the delay incurred by a packet p in the online solution and the optimal
solution, respectively. Clearly, the cost C∗ incurred by opt is given by
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C∗ =
∑

Ti∈T ∗
cost(Ti) +

∑
p∈P

delay∗(p).

Define L = {p | delay(p) > delay∗(p)} to be the set of packets that the online
algorithm broadcasts later than opt (late packets), and let E = {p | delay(p) ≤
delay∗(p)} be the set of packets that are broadcast no later than opt (early
packets). The key fact that we will use in our analysis is the following lemma
that relates the delay incurred by the late packets in the online algorithm to one
in the optimal solution.

Lemma 1.

∑
p∈L

delay(p) ≤
∑
p∈L

delay∗(p) + 4

( ∑
Tt∈T ∗

cost(Tt)

)
· logα

Proof. Consider the set Lt ⊆ L of packets that opt sends at time t in a tree
Tt ∈ T ∗. Let Lt denote this subset of packets and let � = |Lt|. Define ti =
t+ (1/β) · 2i(cost(Tt)/|Lt|). We claim that the number of packets in Lt that are
still alive at time ti is at most |Lt|/2i. Suppose not, then the total accumulated
delay of these packets exceeds cost(Tt). Since they have not yet been broadcast,
this contradicts the online broadcasting rule. Thus at time t1+�log(cost(Tt))�, no
packets from the set Lt remain. The total delay incurred by packets in Lt in the
online algorithm is thus bounded as below:

∑
p∈Lt

delay(p) ≤
∑
p∈Lt

delay∗(p) +
1+�log(cost(Tt))�∑

i=1

β ·
( |Lt|
2i−1

)(
1
β

)(
2icost(Tt)

|Lt|
)

=
∑
p∈Lt

delay∗(p) + 2 log (cost(Tt)) · cost(Tt) + 4cost(Tt)

≤
∑
p∈Lt

delay∗(p) + 4 log (cost(Tt)) · cost(Tt)

Since cost(Tt) ≤ α, the lemma now follows by summing over all sets L1, ..., Lτ .

Recall that in the centralized algorithm, a subtree T ′ ⊆ T is broadcast if
it satisfies

∑
p∈T ′ dt(p) ≥ cost(T ′). Therefore, the communication cost of the

algorithm is no more than the delay cost, and the cost C incurred by the online
centralized algorithm is given by:

C ≤ 2
∑
p∈P

delay(p) ≤ 2


∑

p∈E

delay∗(p) +
∑
p∈L

delay(p)




≤ 2


∑

p∈E

delay∗(p) +
∑
p∈L

delay∗(p)


 + 2

(
4

( ∑
Ti∈T ∗

cost(Ti)

)
· logα

)
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= 2


∑

p∈P

delay∗(p) + 4

( ∑
Ti∈T ∗

cost(Ti)

)
logα


 ≤ 8C∗ · logα

We note that we are not trying to optimize constants. Thus we have the following
result.

Theorem 1. There is an O(logα)-competitive centralized algorithm for the mul-
ticast aggregation problem.

3.1 A Lower Bound

We now show that our analysis above is essentially tight. Consider a two-level
tree T as shown in Figure 1. Assume β = 1 for clarity of exposition. The tree T
has a single edge coming into root r from u with a cost of k2k+1 for some integer
k. The node u has k children v0, ..., vk where the cost of each edge (vi, u) is k2k.
The total cost α of the tree T is thus 2kk+1. We will now describe a packet
arrival sequence such that our online algorithm pays O(logα/ log logα) times
the optimal cost on this sequence. The arrival sequence consists of a sequence
of blocks. The jth block comprises of arrival of packets at each leaf at time
tj = (2j)k2k+1 where j ≥ 0. The leaf node vi receives k2(k−i) packets in each
block. It is easily seen that the optimal solution is to immediately broadcast the
entire tree at time tj + 1.

v

u

r

v vk

k2k+1

k2k k2kk2k

01

Fig. 1. A lower bound for our online algorithm

We now analyze the behavior of our online algorithm on this sequence. Let
Ti denote the subtree of T that only contains the nodes r, u and vi. First observe
that all requests that arrive in any block j are broadcast before the arrival of
the requests in the next block; this follows from the fact that the starting time
of two consecutive blocks are at least α time units apart. So it suffices to analyze
the cost paid by the online algorithm in each block. In each block j, the first
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subtree is broadcast at time tj + (k + 1); node v0 accumulates a delay that is
equal to cost(T0) and we broadcast tree T0. Observe that by our choice of edge
weights, no other leaf vi is able to connect to this subtree at this time. The next
subtree is now broadcast at time tj + (k3 + k2) and is simply the subtree T1. In
general, at time tj + (k2i+1 + k2i) we broadcast subtree Ti. Thus the total cost
paid by our algorithm in each block is O(k · k2k+1) which is O(logα/ log logα)
times the cost paid by the optimal solution.

4 The Distributed Online Model

We now present a distributed version of the centralized online algorithm. Con-
sider node v at time t, and denote by P (v, t) the set of packets that are waiting
at v at time t. The set P (v, t) is aggregated into a single message, m(v, t),
waiting to be sent from v. We denote by delay(m(v, t)) the delay associated
with m(v, t). At each unit of time, delay(m(v, t)) is increased by β|P (v, t)|, i.e.,
each message in the set P (v, t) contributes towards the delay accumulated by
m(v, t). We note that if node v receives a message m′ at time t′, then it aggre-
gates m′ with m(v, t′), and the delay associated with the aggregated message is
delay(m′)+delay(m(v, t′)). We assume here that each message must wait at least
one unit of time at a node before being sent out. Thus, the delay accumulated
by a message is at least β times the length of the path from the leaf (where it
originated) to the root.

The algorithm sends message m(v, t) at time t if delay(m(v, t)) ≥ c(e(v)).
Suppose node u is the head of arc e(v). Then, the delay associated with message
m(v, t) upon arrival at u is delay(m(v, t)) − c(e(v)), i.e., message m(v, t) has
“paid” for crossing e(v). Note that if message m(v, t) is sent at time t, then
delay(m(v, t)) ≤ 2c(e(v)).

We now analyze the competitive factor of the distributed online algorithm.
Fix an optimal solution opt and let T ∗ = {T1, ..., Tτ} denote the trees (possibly
empty) broadcast by opt. Let P denote the set of all packets received during the
algorithm’s execution. For any packet p ∈ P, let delay(p) and delay∗(p) denote
the delay incurred by a packet p in the online solution and the optimal solution,
respectively. Clearly, the cost C∗ incurred by opt is given by

C∗ =
∑

Ti∈T ∗
cost(Ti) +

∑
p∈P

delay∗(p).

As in the previous section, define L = {p | delay(p) > delay∗(p)} to be the
set of packets that reached the root in the online algorithm later than the time
they reached the root in opt, and let E = {p | delay(p) ≤ delay∗(p)} be the set
of packets that reached the root in the online algorithm no later than the time
they reached the root in opt. The key fact that we will use in our analysis is
the following lemma that relates the delay incurred by the late packets in the
online algorithm to one in the optimal solution.
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Lemma 2.

∑
p∈L

delay(p) ≤
∑
p∈L

delay∗(p) +


8 ∑

Tt∈T ∗
cost(Tt) + 4

∑
p∈P

delay∗(p)


 · h · logα

Proof. Consider a Tt ∈ T ∗. Denote by W the set of late packets that are broad-
cast in tree Tt. Define the following sequences, {ti} and {Wi}, where Wi ⊆ W
denotes the packets that have not reached the root by time ti. Define t0 = t and
W0 =W ; ti (i ≥ 1) is defined to be the first time since ti−1 by which the packets
belonging to Wi have accumulated delay of at least 2 · cost(Tt). Since ti is the
earliest time at which this event occurs, the accumulated delay cannot exceed
2 · cost(Tt) +

∑
p∈Tt

delay∗(p). (Since the packets in opt also had to wait one
unit of time.)

We now claim that for all i ≥ 1, |Wi| ≤ |Wi−1|/2. Suppose that this is not
the case. Then, the delay accumulated by the packets that are alive at time ti
is: ∑

v∈Tt

∑
p∈v

delay(p) > cost(Tt)

Also,
cost(Tt) =

∑
v∈Tt

cost(e(v))

Hence, there exists a node v such that the delay accumulated by the packets
alive at v at time ti is strictly greater than cost(e(v)). This is a contradiction,
since according to the algorithm node v should have sent its packets before time
ti.

We now define the potential at time ti, Φi, to be the sum of the distances of
the packets belonging to Wi from the root of the tree T . The distance of a node
v from the root is defined to be the number of links in the path from v to the
root. Clearly, Φi ≤ |Wi|h, and since |Wi| ≤ |Wi−1|/2, we get

Φi ≤ Φi−1 − |Wi−1|
2

≤ Φi−1 ·
(
1− 1

2h

)

Hence, by time tf , where f = 4h log(h|W |), we get that Φf = 0. The total delay
incurred by packets in W in the distributed online algorithm is thus bounded as
below:

∑
p∈W

delay(p) ≤
∑
p∈W

delay∗(p) +


8cost(Tt) + 4

∑
p∈W

delay∗(p)


h log(h|W |)

We now claim that |W | can be bounded by |Tt| · α. To see this, observe that
any node that contains more than α packets will never be part of the late set.
Thus, |W | ≤ |Tt| · α, and log(h|W |) is O(logα), since we assume that the cost
of each tree arc is at least 1.

The lemma now follows by summing over all sets of late packets in the trees
{T1, ..., Tτ}.
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Recall that in the distributed algorithm, if message m(v, t) is sent at time
t, then delay(m(v, t)) ≥ c(e(v)). Therefore, the communication cost of the al-
gorithm is no more than the delay cost, and the cost C incurred by the online
distributed algorithm is given by:

C ≤ 2
∑
p∈P

delay(p)

≤ 2


∑

p∈E

delay∗(p) +
∑
p∈L

delay(p)




≤ 2


∑

p∈E

delay∗(p) +
∑
p∈L

delay∗(p)




+2




8 ∑

Ti∈ T ∗
cost(Ti) + 4

∑
p∈P

delay∗(p)


 · h · logα




= 2
∑
p∈P

delay∗(p)

+2




8 ∑

Ti∈T ∗
cost(Ti) + 4

∑
p∈P

delay∗(p)


 · h · logα




≤ 16C∗ · h · logα

Thus we have the following result.

Theorem 2. There is an O(h · logα)-competitive distributed algorithm for the
multicast aggregation problem.

4.1 A Lower Bound

We now provide evidence that it is inherently difficult to obtain significantly
better bounds on the competitive ratio.

A distributed online algorithm is called oblivious if decisions at each node are
based solely upon the static local information available at the node. In particu-
lar, in such algorithms the wait time of a packet is independent of the location
of the node in the tree. We note that all the distributed algorithms considered
in this paper are oblivious. In general, being oblivious is a desirable property of
distributed algorithms, since non-oblivious algorithms require a dynamic updat-
ing mechanism at each node that informs it about changes in the hierarchical
structure. Such a mechanism can be both expensive and complicated to imple-
ment.

Consider a path of length h, as shown in Figure 2, where the vertices on
the path are r = v1, . . . , vh+1 = z, such that r is the root and z is the (only)
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receiver. The cost of each link in the path is h. We assume that β = 1. We will
now describe a packet arrival sequence such that any oblivious online algorithm
pays O(

√
h) times the optimal cost on this sequence.

h hh

r=v
1

z=vh+1v2

Fig. 2. A lower bound for oblivious online algorithms

Denote by alg the online algorithm. The packets arrive one-by-one. At time
0, packet p1 arrives at z; for i ≥ 2, packet pi arrives at z when packet pi−1
leaves node z. Denote by wait(h) the time a single packet waits in z before
being sent out towards r. Since the algorithm is oblivious, and since the local
static information at all the nodes is the same (one out-going link with a cost
of h), the same waiting time applies to all nodes on the way from z to r. Thus,
the total waiting time of each packet paid by the online algorithm is h ·wait(h)
and the communication cost of each packet is h2. Then, the cost of each packet
in the online algorithm is

cost(alg) = h · wait(h) + h2

We now derive an upper bound on the cost of opt, the optimal algorithm. We
partition the packets into blocks of size O(

√
h). The packets in each block will

be broadcast together to the root r. Clearly, the communication cost of each
block in opt is h2, and thus the communication cost per packet is h · √h. Next
we bound the average delay cost of a packet in opt. Since each block has

√
h

packets, a packet waits O(
√
h · wait(h)) at node z, and then one unit at each

node on its way to r. Adding the communication and the delay costs, we get
that the average total cost of a packet in opt is

O(
√
h · wait(h) + h+ h ·

√
h)

Now if h ≤ wait(h), then opt is O(
√
h · wait(h)) while the online algorithm

pays Ω(h · wait(h)), and if h > wait(h), then opt is O(
√
h · h) while the online

algorithm pays Ω(h2), yielding the desired lower bound. We conclude with the
following theorem.

Theorem 3. The competitive ratio of any oblivious distributed online algorithm
for the multicast aggregation problem is at least Ω(

√
h).

Notice that the lower bound that we proved for the centralized online algo-
rithm also applies to our distributed online algorithm, yielding a lower bound of
Ω(

√
h+ logα/ log logα).
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5 Concluding Remarks

Many important questions remain open. One direction would be to study the
performance of non-oblivious algorithms. It would be very useful to understand
how much can be gained from the knowledge of the hierarchical tree structure.
Another research avenue is to find algorithms that work well for trees with special
properties. For example, many group communication protocols might have a very
flat tree, with a bounded height of, say, two or three levels. Can they use better
aggregation protocols? Another direction which is worth looking into is a model
where events in the input sequence are not independent. For example, consider
the case where the same tree is used for both multicasting and for collecting Acks
(NAKs). In this case, packet loss will trigger an event in all the leaves belonging
to its subtree. This requires a different model for the input sequence. Another
interesting problem is whether there exists a centralized online algorithm with a
constant competitive factor. In this model we are only able to show a constant
factor lower bound on the competitive ratio of any algorithm.
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