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We examine gradient clock synchronization [1], where the dif-

ference between any two network nodes’ clocks is required to be
upper-bounded by a non-decreasing function of their distance: A
node has to be synchronized better to nearby nodes than to faraway
nodes. We look at the gradient property in a system model that is
typical for sensor networks, provide a lower bound for the achiev-
able synchronization quality in our model, and discuss its relation
to the bound in the model from [1].

Time information is degraded by clock drift, and it cannot
be communicated without loss due to delay uncertainties. Upper
bounds on drift and delay lead to lower bounds on the synchroniza-
tion error. For instance, the worst-case error between two nodes
with delay uncertaintyD is in Ω(D). The central theorem of [1]
states that in a network with maximal delay uncertaintyD, the
error between two nodes with constant delay uncertainty is in
Ω( log D

log log D
), i.e. the error grows withD although the delay un-

certainty between the two nodes remains constant.
The system model in [1] assumes unbounded communication

frequency. The upper-bounded drifts and delays are unknown to the
nodes, and the lower bound is derived by letting an adversary mod-
ify them. We use a system model that we consider more appropriate
for sensor networks. Clock drifts are still bounded, but we assume
also the communication frequency to be bounded; in sensor net-
works, communication is expensive in terms of energy, and hence
infrequent communication is desirable. As a consequence of infre-
quent communication, we neglect delay uncertainties and eliminate
them from our analysis, i.e. communication occurs in zero time.
This is reasonable: As the frequency of communication decreases,
the uncertainty due to clock drift increases, while the uncertainty
due to message delays remains constant. Two particular character-
istics of sensor nodes further strenghten the case for the dominance
of the drift:

On the one hand, time-stamping on sensor nodes can be done
at a low level, such as in the MAC layer, leading to a small delay
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uncertainty. Recent algorithms reduce it to a few microseconds, e.g.
by using packet streams or reference broadcasts. On the other hand,
sensor nodes typically employ inexpensive oscillators with drifts of
up to 100 ppm.

A numeric example: If the delay uncertainty is 1µs and the clock
drift’s absolute value is bounded by 100 ppm, then after 5 ms, the
drift’s contribution to the uncertainty equals that of the delay. After
one hour, it is 720000 times larger. Even for “optimistic” values of
1 ms (uncertainty) and 10 ppm (drift), drift and uncertainty have
equal impact after 50 s.

In our model, the synchronization service uses only the commu-
nication that takes place anyway for achieving the overall goal of
the sensor network; the time information is sent piggyback with
the application data. Therefore, the communication pattern cannot
be influenced by the synchronization algorithm. Examples of such
sensor networks are those in which environmental data is collected
periodically but communicated only sporadically, e.g. when time-
critical data is recorded, when a master node explicitly requests the
data, or when the solar cells of a node are providing sufficient en-
ergy for communication.

To derive any bounds, we have to make some quantitative as-
sumption about the communication frequency. We assume that a
node communicates at least once everyd time units with each of
its neighbors. In practice, this could be a bound required by the
application. The adversary can modify the communication pattern
by shifting the times at which communication events occur. He can
also change the clock drifts.

Our main contribution is to show that an analogous lower bound
as in [1] exists also in our model. This is not obvious: In [1], the
bound is based on delay uncertainties, which do not exist in our
model. In our model, the adversary that shifts the time at which an
communication event occurs also has to modify the clock drifts of
both nodes involved in the communication.

We require the synchronization algorithm to maintain at all times
a maximum error∆L := |Li − Lj | between any two neighboring
nodes’ clocksLi andLj . Note that this implies the gradient prop-
erty, as the maximum error between two nodes that are an arbitrary
hop distances apart is upper-bounded bys · ∆L.

We show that in a network consisting of a chain ofn nodes with
maximal clock driftρ̂ and maximal timed between communica-
tions, the smallest value∆L that can be guaranteed by any al-
gorithm is bounded by∆L ≥ ρ̂d

8(1+ρ̂)
log(n−1)

log
“

8(1+ρ̂)
ρ̂

log(n−1)
” . The

bound increases with increasingn, d, andρ̂.
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