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- **Static task scheduling.**
- Everything is known *a priori.*
- Problem:
  - **Input:** number of tasks and a set of processors
  - **Output:** schedule with minimal overall completion time
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- Homogeneous
- Non-preemptive
- Cost-free local communication
- Communication subsystem
- Concurrent communication
- Fully connected
- Parallel system, $P$
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- Defining a start time for the node on the respective processor.
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- A schedule $\mathcal{S}$ for task graph $G = (V, E, w, c)$ on a finite set $P$ of processors:
  - allocation of tasks in $G$ to a processor in $P$
  - defining a start time for the node on the respective processor

Schedule is feasible only if:
- precedence constraints in $G$ are satisfied
- non-preemption is enforced

Feasibility of schedule can be verified in polynomial time

$$\text{makespan} = \text{sl}(\mathcal{S})$$
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- allocation of tasks in $G$ to a processor in $P$
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- Last finishing time of the given jobs
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- \( \text{SCHED}(G, P) \) is the associated decision problem
  - Is there a schedule \( S \) for \( G \) on \( P \) with length \( sl(S) \leq T \)?
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1. It is argued that SCHED belongs to NP
2. 3-PARTITION is NP-complete in the strong sense
3. By reducing 3-PARTITION in polynomial time to SCHED, it’s shown that SCHED is strongly NP-hard
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**SCHED \in NP**

- For any \( S \) from \( \text{SCHED}(G, P) \)
- It can be verified in polynomial time whether \( S \) is feasible
- and \( sl(S) \leq T \)
- Hence, \( \text{SCHED}(G, P) \in NP \)
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- No communication costs
- Unlimited processors

Complexity

$\text{SCHED-C0}(G, P_{c0})$ is solvable in polynomial time
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- TS is NP-complete in most cases
- Intractable even for moderate-sized input
- What can we do?
  - Heuristics!
  - and/or other optimization techniques
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- Class/category of algorithms
- Two phase heuristic:
  - task prioritization
  - processor selection/allocation
- Heuristic skeleton
- Different method in each phase
- Practical, better results + better scheduling time
- Complexity dependent on scheme in phases
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- Different strategy when assigning tasks to processors
CPOP - Task Prioritization

- Priority of task $= rank_u + rank_d$
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2. Next critical path task, immediate successor with highest priority
3. Until exit node is reached
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  2. Next critical path task, immediate successor with highest priority
  3. Until exit node is reached
- Implemented using a priority queue
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- Select a $p_{CP}$ which minimizes the cumulative computation cost on the critical path.
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CPOP - Processor Allocation

- Select a $p_{CP}$ which minimizes the cumulative computation cost on the critical path
- If a selected task is on the critical path, schedule on $p_{CP}$
- Else assign it to a processor which minimizes its EFT
- Both cases consider an insertion-based scheduling policy
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Competing Algorithms

- Dynamic-Level Scheduling (DLS)
- Mapping Heuristic (MH)
- Levelized-Min Time (LMT)
Comparison Metrics

- **Schedule Length Ratio (SLR)**
  - SLR is a normalized schedule length for an algorithm
  - The SLR value for an algorithm is given by:
    \[
    SLR = \frac{\text{makespan}}{\sum_{n_i \in CP_{\text{min}}} \min_{p_j \in Q} w_{ij}}
    \]

- **Run time**
Avg. SLR

![Graph showing the average SLR across different numbers of nodes for various scheduling algorithms: HEFT, CPOP, MH, DLS, and LMT.](image)
Avg. Runtime

![Graph showing average runtime vs number of nodes for different task scheduling algorithms: HEFT, CPOP, MH, DLS, LMT. Each algorithm is represented by a unique symbol and line style.]
Comparison Metrics (contd.)

- **Speedup**
  - The speedup value for a given graph is computed by dividing the sequential execution time by the parallel execution time.
  - Its value is given by:
    \[
    Speedup = \sum_{n_i \in CP_{\text{min}}} \min_{p_j \in Q} w_{ij} \over make\text{span}
    \]

- **Efficiency**
  - Efficiency is calculated by dividing the speedup by the number of processors.
Avg. Speedup

![Graph showing the average speedup for different task scheduling algorithms. The x-axis represents the number of nodes, and the y-axis represents the average speedup. The graph compares HEFT, CPOP, MH, DLS, and LMT algorithms.]
Efficiency - Gaussian Elimination
Result Summary

- HEFT pwns everyone
- CPOP isn’t far behind
- Alternative task prioritizing
- and processor selection policies for HEFT
Conclusion

- Static TS is NP-complete in a strong sense
- Heterogeneous systems are important, TS on them more so
- Two list heuristic based algorithms: CPOP and HEFT
- Significantly outperform their competitors
Questions?
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