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MLP is all you need?



MLP is all you need? No!

Battaglia et al., 2018

● Inductive bias for Time Series: Hidden states

● Inductive bias for Images: Convolutions



MLP is all you need? No!

Battaglia et al., 2018

● Ridge / Lasso regularization

● Prior distribution



Example: Particle Physics - Predict particle movement

Step 1: Compute forces
Step 2: Compute acceleration
Step 3: Evolve system

Cranmer et al., 2020



Example: Particle Physics - Predict particle movement

Step 1: Compute messages
Step 2: Pass messages around
Step 3: Update hidden rep.

Cranmer et al., 2020



Example: Particle Physics - Predict particle movement

Physics GNNs

Particle Node

Force Edge / message

Gravitation Edge model

Net force Aggregation

Acceleration Node model

Message passing framework: Algorithmic alignment with physical task

Cranmer et al., 2020



Example: Graph Algorithms

Bellman-Ford algorithm

GNN

Xu et al., 2019



Example: Graph Algorithms

Xu et al., 2019

GNN



Can we mathematically define Algorithmic Alignment?

Xu et al., 2019



Can we mathematically define Algorithmic Alignment?

Bellman-Ford algorithm GNN

Xu et al., 2019



Can we mathematically define Algorithmic Alignment?

Xu et al., 2019



When can GNNs extrapolate?

Xu et al., 2020 & Trask et al., 2018



When can GNNs extrapolate?

“easy to learn” = sample complexity grows polynomial = good interpolation

good extrapolation = algorithm steps can be represented by linear functions via MLP

Xu et al., 2020



When can GNNs extrapolate?

good extrapolation = algorithm steps can be represented by linear functions via MLP

Xu et al., 2020



What about termination?



What about termination?

1 hop



What about termination?

2 hops



What about termination?

3 hops



What about termination?

4 hops



What about termination?

Idea: Learn termination with IterGNN

Iteration

If stop?
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GNN

IterGNN: 
P(stop) ≈ 1
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Tang et al., 2020



What about termination?

Idea: Learn termination with IterGNN

Tang et al., 2020



Static graph structure

?



Static graph structure



Static graph structure



How to overcome static graph structure?

Idea: Augment the graph with dynamic edges

Veličković et al., 2020

(1) encode entity 
representations

(2) compute new 
hidden 
representations
(3) decode answer

(4) calc pointer 
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via self-attention
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How to overcome static graph structure?

Idea: Augment the graph with inferred edges

Veličković et al., 2020



When not to use GNNs?



When should we use GNNs?

“better than random guessing”

Faber et al., 2021



When should we use GNNs?

Faber et al., 2021



Famous last words

Zhu et al., 2020

graph homophily graph heterophily

architectural overfitting to characteristics of evaluation data



Thank you for your attention!

Looking forward to the discussion!

Keep talking

If last 
slide?

Start recording

Stop recording
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