
Hierarchical DRL
part 2, improvements



The problem of off-policy architectures



on-policy vs. off-policy



on-policy

● stable and simple
● one policy to rule them all

off-policy

● data efficient
● less stable, but improvements 

have been done
● one policy for exploration, one 

policy for learning
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https://docs.google.com/file/d/0B9r8eC4pCIrbdi1jaDB1NEVyNURzaF9aNUJNNTU0bWljTWlJ/preview


https://docs.google.com/file/d/0B9r8eC4pCIrbVE5INk5jc29HX2U0aGVfOG5qSW1lMzJUdjBZ/preview


An MDP reformulation
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A more general auxiliary reward





[slide from Andrea]











Composable and reusable motor primitives





https://docs.google.com/file/d/1io6Airx1jYWvX4e7LRhs4IguuuI_7Cvd/preview
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https://docs.google.com/file/d/1Atf78D9z74IgtYkLc6dLSeuQppIniHf-/preview


Epilogue



● off-policy enabling
● semi MDP -> 2 MDPS
● a more general auxiliary reward
● composable and reusable motor critics

Summary



● Data Efficient Hierarchical Reinforcement Learning
● DAC: The Double Actor-Critic Architecture for Learning Options
● Hierarchical Reinforcement Learning with Advantage-Based 

Auxiliary Rewards
● MCP: Learning Composable Hierarchical Control with 

Multiplicative Compositional Policies

some additional nice transfer learning results from the Berkeley lab
● Hierarchically Decoupled Imitation for Morphological Transfer

Sources

http://arxiv.org/abs/1805.08296
http://arxiv.org/abs/1904.12691
http://arxiv.org/abs/1910.04450
http://arxiv.org/abs/1910.04450
https://xbpeng.github.io/projects/MCP/index.html
https://xbpeng.github.io/projects/MCP/index.html
https://arxiv.org/abs/2003.01709

