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TrainingWhat’s the catch?

Neural networks cannot learn to 
represent discontinuous functions.
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Backpropagation continuous
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Deeper 
ModelsSolutions?

● Initialization

● Constraint Optimization

● Residual Connections
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→ Use ODE solver
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