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Problem Definition - Supervised Learning

”Normal” supervised learning:

φ∗ = arg min
φ

E(x ,y)∼P(x ,y)[L(Mφ(x), y)] ≈ arg min
φ

∑
(x ,y)∈Dtest

L(Mφ(x), y)

We solve this using a learning algorithm A and the training data. The resulting loss is∑
(x ,y)∈Dtest

L(MA(Dtrain)(x), y) = LT (MA(Dtrain),D
test)
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Problem Definition - Generic Learning
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Models - RL2 - Model Definition

In RL2 Aθ is a RNN (with GRU cells actually).
The meta parameters θ are the parameters of the RNN.

Hidden state activations h can be seen as internal state of the agent.

The meta problem can be cast as POMDP (more details: link).
As meta learning algorithm f the authors use standard TRPO.

15 / 30
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Models - RL2 - Model Class

Models with entire neural networks as learning algorithm are known as black-box
meta learning models.

Example

Supervised learning:

. . .

(x tr1 , y
tr
1 ) (x tr2 , y

tr
2 ) . . . (x trk , y

tr
k )

φ M

x test

y testAθ

The meta learning algorithm f for such models is usually just an off-the-shelf
optimization algorithm (e.g. SGD: θ ← θ − αOθLT (MAθ(T tr))).
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Models - RL2 - Results
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Models - RL2 - Results

Figure: left: sample input; middle: first episode; right: second episode
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Models - Model Agnostic Meta Learning
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Models - Model Agnostic Meta Learning - Model Definition

In MAML Aθ is one (or a fixed number of) gradient descent steps.

Aθ(T tr) = θ − αOθLT (Mθ)

The meta parameters θ are the initialization.
The meta learning algorithm f can be standard gradient descent with the following
update rule

θ ← θ − β
∑

T∈T meta-train

OθLT (Mθ−αOθLT (Mθ))
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Models - Model Agnostic Meta Learning - Model Class

MAML is an optimization-based meta learning model.

The idea of such models is to start with an existing learning algorithm like SGD and
learn parts of it.

φ← φ− αOφLT (Mφ)

Possibile meta parameters are initialisation, learning rate, the entire update and more.
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Models - Model Agnostic Meta Learning - Results

Definition (n-way k-shot classification)

We get k different samples for each of n different unseen classes and evaluate the
model’s ability to classify new instances within the n classes.

Omniglot data set: 1623 handwritten characters from 50 alphabets, 20 samples per
character
MiniImagenet data set: 64 training classes, 12 validation classes, 24 test classes
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Models - Model Agnostic Meta Learning - Results
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https://www.youtube.com/watch?v=o3C2ko2QdRs&ab_channel=rockyduan


Summary

I The idea of Meta Learning is to optimize the parameterised learning algorithm for
a class of tasks.

I RL2 solves the problem by applying a RL algorithm to learn a RNN which
represents the RL algorithm (applies RL to RL).

I MAML searches for a good initialisation of gradient based models.

I MAML does scale very well and is broadly applied.

25 / 30



References

Motivation

Problem Definition
Supervised Learning
Generic Learning

Models
RL2

Model Agnostic Meta Learning

Summary

References

Q&A

26 / 30



References I

Mathew Botvinick et al. “Reinforcement Learning, Fast and Slow”. In: Trends in
Cognitive Sciences 23 (Apr. 2019). doi: 10.1016/j.tics.2019.02.006.

Yan Duan et al. “RL2: Fast Reinforcement Learning via Slow Reinforcement
Learning”. In: (2016). arXiv: 1611.02779 [cs.AI].

Chelsea Finn. Learning to Learn. 2017. url:
https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn/.

Chelsea Finn, Pieter Abbeel, and Sergey Levine. “Model-Agnostic Meta-Learning
for Fast Adaptation of Deep Networks”. In: (2017). arXiv: 1703.03400 [cs.LG].

Chelsea Finn and Sergey Levine. Meta-Learning: from Few-Shot Learning to
Rapid Reinforcement Learning. 2019. url:
https://sites.google.com/view/icml19metalearning.

D. Silver et al. “Mastering the game of Go without human knowledge”. In:
Nature 550 (2017), pp. 354–359.

27 / 30

https://doi.org/10.1016/j.tics.2019.02.006
https://arxiv.org/abs/1611.02779
https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn/
https://arxiv.org/abs/1703.03400
https://sites.google.com/view/icml19metalearning


References II

Lilian Weng. Meta Reinforcement Learning. 2019. url:
https://lilianweng.github.io/lil-log/2019/06/23/meta-

reinforcement-learning.html.

Lilian Weng. Meta-Learning: Learning to Learn Fast. 2018. url: http:
//lilianweng.github.io/lil-log/2018/11/29/meta-learning.html.

28 / 30

https://lilianweng.github.io/lil-log/2019/06/23/meta-reinforcement-learning.html
https://lilianweng.github.io/lil-log/2019/06/23/meta-reinforcement-learning.html
http://lilianweng.github.io/lil-log/2018/11/29/meta-learning.html
http://lilianweng.github.io/lil-log/2018/11/29/meta-learning.html


Q&A

Some interesting questions:

I What is the meta learning algorithm and meta parameters of animals/nature?

I Have we formulated the problem we might want to solve with meta learning?
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Appendix

Why there are no higher order terms in multi-step MAML:

OθAθ(T tr) = Oθ(θ′ − αOθ′LT (Mθ′))

= Oθ(θ − αOθLT (Mθ)− αOθ′LT (Mθ′))

= I − αO2
θLT (Mθ)− αO2

θ′LT (Mθ′)
∂θ′

∂θ
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