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How to get more ‘likes’?
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Model-based Model-free



Simple maze
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Model-based Model-free



Model-based and Model-free DRL
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Model-based Model-free 

Model supervised learning No model

Environment Less interaction Interaction

Value 
function Based on model Based on samples



Model-based and Model-free DRL
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Model-based Model-free 

Model On policy On-policy/Off-policy

Environment Less interaction Interaction

Value 
function Compounded error Best asymptotic performance



Dyna-Q
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Simple maze
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Model-based Model-freeCombination



Simple maze
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Outline 
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Algorithmic Framework for Model-based Deep Reinforcement Learning with Theoretical Guarantees

Monotonic improvement guarantee
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Meta algorithm-stochastic lower bound optimisation

15

Algorithmic Framework for Model-based Deep Reinforcement Learning with Theoretical Guarantees



How to perform rollout?
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When to Trust Your Model: Model-Based Policy Optimization
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When to Trust Your Model: Model-Based Policy Optimization

Empirical analysis of 



Model-based policy optimisation
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When to Trust Your Model: Model-Based Policy Optimization
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Successor representation
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summary 

Model based/ model free/ successor features

Justify model usage and how to use model
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“I never made a painting as a work of art. It's all research.” – Pablo Picasso



Thanks
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