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Vision Transformer (ViT)



Vision Transformer (ViT)

Figure taken from Dosovitskiy et al. 2020
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Example

Video taken from Caron et al. 2021
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Related work

Comparison:

• Do Vision Transformers See Like Convolutional Neural Networks?, Raghu et al.
2021

• Transformers in vision: A survey, Khan et al. 2021

Improving ViTs:

• Training data-efficient image transformers & distillation through attention,
Touvron et al. 2021

• Swin Transformer: Hierarchical Vision Transformer using Shifted Windows,
Ze Liu et al. 2021

• Cvt: Introducing convolutions to vision transformers, Wu et al. 2021

Attention for CNNs:

• A ConvNet for the 2020s, Zhuang Liu et al. 2022
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https://arxiv.org/abs/2108.08810
https://arxiv.org/abs/2101.01169
https://arxiv.org/abs/2012.12877
https://arxiv.org/abs/2103.14030
https://arxiv.org/abs/2103.15808
https://arxiv.org/abs/2201.03545


Motivation and Tasks



Motivation

• Direct user interaction

• Easier dataset collection

• Discrete categories are to strict
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Tasks

• Image Captioning

• Visual Question Answering

• Natural Language for Visual Reasoning

• Image Text Retrieval
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Image Captioning

Figure taken from Hodosh, Young, and Hockenmaier 2013
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Visual Question Answering

Figure taken from Antol et al. 2015
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Natural Language for Visual Reasoning

Figure taken from Suhr et al. 2018
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Image Text Retrieval

Figure taken from Hua, Yang, and Du 2020
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How do multi-modal models work?

Figure taken from Cornia et al. 2018
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CLIP



CLIP training

Figure taken from Radford et al. 2021
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CLIP training

Figure taken from Radford et al. 2021
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CLIP training

Figure taken from Radford et al. 2021
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CLIP training

Figure taken from Radford et al. 2021

14



CLIP training

Figure taken from Radford et al. 2021
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CLIP training

Figure taken from Radford et al. 2021
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CLIP training

Figure taken from Radford et al. 2021
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CLIP inference

Figure taken from Radford et al. 2021
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CLIP inference

Figure taken from Radford et al. 2021

19



CLIP inference

Figure taken from Radford et al. 2021
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CLIP inference

Figure taken from Radford et al. 2021
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CLIP inference

Figure taken from Radford et al. 2021
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CLIP inference

Figure taken from Radford et al. 2021

23



CLIP

Figure taken from Radford et al. 2021
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CLIP robustness

Figure taken from Radford et al. 2021 25



CLIP1 prompt engineering

1Radford et al. 2021.
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CLIP limitations

• Zero-shot performance is well below the SOTA

• Especially weak on abstract tasks such as counting

• Poor on out-of-distribution data such as MNIST

• Susceptible to adversarial attacks
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CLIP typographic attacks

Figure taken from Goh et al. 2021
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Demo

Figure taken from Zhou et al. 2022
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Better representations

Figure taken from Cornia et al. 2018

Figure taken from Park and Ahn 2019 Figure taken from Xie et al. 2021
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ViLT



ViLT

CLIP

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

CLIP ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Figure taken from W. Kim, Son, and I. Kim 2021
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ViLT

Results from W. Kim, Son, and I. Kim 2021
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ViLT

Results from W. Kim, Son, and I. Kim 2021
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Multi-modal embedding losses

Figure taken from Cornia et al. 2018

Figure taken from Park and Ahn 2019 Figure taken from Xie et al. 2021
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Task specific models

Image taken from Ramesh et al. 2022
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Thank you for your attention
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