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Why meta-learning?

Deng et al. 2009
Vaswani et al. 2017

Large, diverse data à Broad generalization
+ Large models
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Why meta-learning?

• Sometimes we don’t have large datasets/huge compute resources
medical imaging translation for rare languages
robotics personalized education recommendation system

• We want to develop a general-purpose AI system in the real world
continuously gain experiences over multiple related tasks and 

improve its future learning performance
learning strategies improve on an evolutionary timescale
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Two ways to view meta-learning
Mechanistic view

• DNN model that can read in an entire 
dataset and make predictions for new 
datapoints
• Training this network uses a meta-

dataset, which itself consists of many 
datasets, each for a different task
• This view makes it easier to 

implement meta-learning algorithms

Probablisitic view

• Extract prior information from a set of 
tasks that allows efficient learning of 
new tasks
• Learning a new task using this prior 

and a (small) training dataset to infer 
most likely posterior parameters
• This view makes it easier to 

understand meta-learning algorithms
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Meta-learning: Probablistic View
• supervised learning:

• The most powerful models typically require large amounts of labeled data
• Labeled data for some tasks may be very limited

(Bayes’ Rule)

(i.i.d)
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Meta-learning: Probablistic View
• supervised learning:

• Can we incorporate additional data?

Image adapted from Ravi & Larochelle 9

5-way classification



Meta-learning Problem
• meta-learning:

• What if we don’t want to keep ?

meta-learning problem adaptation
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Reserve a test set for each task
meta-learning

adaptation

meta-training time
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Meta-learning: Bilevel Optimization View
meta-learning

adaptation
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Meta-learning: Terminology

Finn et al. Meta-learning Tutorial, ICML 2019
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Related Fields

Multi-task Learning   jointly learns several tasks with parameter sharing.

Meta-Learning

v.s.
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Related Fields
Meta-Learning

v.s.
Transfer Learning   uses past experience from source task to improve learning on a 
target task.

Common approach: parameter transfer + optional fine tuning 
The prior is extrated by vanilla learning on the source task without the use of 
meta-objective
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Black-box Adaptation

• Key idea: Train a neural network to represent 

17



Black-box Adaptation

• Key idea: Train a neural network to represent 

Finn et al. Meta-learning Tutorial, ICML 2019
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Black-box Adaptation
• Key idea: Train a neural network to represent
• Challenge: outputting all neural net parameters does not seem scalable 
• Idea: Do not need to output all parameters, only sufficient statistics

(Santoro et al. MANN, Mishra et al. SNAIL)

Low dimentional vector
represents contextual task  information

Is there a way to infer all parameters in a scalable way?
Can we treat it as an optimization procedure?
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Optimization-based Inference
• Key idea: acquire        through optimization
• Meta-parameters 𝜃 serve as a prior. 
• One form of prior knowledge: initialization for fine-tuning

Finn et al. Meta-learning Tutorial, ICML 2019
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Optimization-based Inference
• Key idea: acquire        through optimization

Finn et al.  MAML
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Optimization-based Inference
• Key idea: acquire        through optimization
• Challenge: second-order derivative :(
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Optimization-based Inference
• Key idea: acquire        through optimization
• Meta-parameters 𝜃 serve as a prior. 
• One form of prior knowledge: initialization for fine-tuning
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Non-parametric Methods
• Key idea: use non-parametric learner

Snell et al. Prototypical Networks, NeurIPS 2017
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Black-box vs. Optimization vs. Non-parametric
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Black-box vs. Optimization vs. Non-parametric
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Applications in computer vision
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Applications in image & video generation
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Applications in NLP
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Thank you for your attention!
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