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Previous Works: RNN Based Sequential Recommendation
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Datasets (d = 32, L = 2, h = 2)

Amazon Beauty: dataset crawled from 
Amazon containing users reviews in the 
Beauty category. (⍴ = 0.6, N = 50)

Steam: dataset collected from Steam, 
which is an online video game 
distribution platform. (⍴ = 0.4, N = 50)

MovieLens: a dataset for movie 
recommendation (ML-1m and ML-20m 
are used for the experiments). (⍴ = 0.2, 
N = 200)



Metrics: HR@k

Prediction:
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- 🧢 (30%)
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Ground Truth: 👕 

With k = (1, 2, 3): in_top_k is True

With k = 4: in_top_k is False
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Metrics: MRR

Prediction:
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Ground Truth: 👕 

rank_i = 3
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Cloze Task or Bidirectional Encoding?
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Impact of Mask Proportion ⍴
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Isolation from Cloze Task



Thanks for being here
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