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Cosine Similarity

https://www.learndatasci.com/glossary/cosine-similarity/



Natural Language vs. Code

• Very different structure
• Code has underlying logic, which strongly differs from NL

Criteria Natural Language Programming Language

Syntax Unstructured and often 
ambiguous Precise and structured

Vocabulary Vast and diverse Limited and well-defined

Ambiguity Common Rare

Error Tolerance Tolerant of errors Strict



Syntax/Ambiguity

The burglar threatened the student with the knife



Vocabulary

• Over 150k english words
• Python has 33 reserved keywords

RealPython: https://realpython.com/lessons/reserved-keywords/



Error Tolerance
Yuo cna porbalby raed tihs esaliy desptie teh msispeillgns
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Abstract Syntax Tree
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Data Flow Derivation



GraphCodeBERT architecture



Attention Mask

Ketan Doshi: https://towardsdatascience.com/transformers-explained-visually-part-2-how-it-works-step-by-step-b49fa4a64f34



PreTraining Tasks

• Masked Language Modeling
• Edge Prediction
• Node Alignment



Masked Language Modelling

• Common way of pretraining
• Follows BERT approach



Edge Prediction Pretraining



Node Alignment Pretraining



RoBERTa

• Train longer, bigger batches and more data
• Remove NSP
• Train on longer sequences
• Dynamically change masking pattern

Scaler Topics: https://www.scaler.com/topics/nlp/bert-next-sentence-prediction/



CodeBERT



SynCoBERT

SynCoBERT paper: https://arxiv.org/abs/2108.04556



MRR Score



NL Code Search Results



SynCoBERT NL Code Search Results



Ablation Study



Code Clone Detection

• Measure similarity between two code segments
• Code segments have similar output for the same input
• Easier software maintenance and to prevent bugs
• BigCloneBench dataset



BLEU Score: 0.983 



Clone Detection Results



Code Translation

• Migrate code to different language
• Mostly used for legacy software
• BLEU score
• Dataset crawled from open source projects



BLEU Score

• Bilingual evaluation understudy
• Measure for similarity of machine translated text
• Based on frequency of shared words and phrases
• Frequencies are compared with reference corpus

BLEU Paper: https://aclanthology.org/P02-1040.pdf

The closer a machine translation is to a professional human translation, 
the better it is



Java C#



Code Translation Results



Code Refinement

• Automatically fix bugs
• Reduces cost of bug fixes
• Dataset by Tufano et al.



Code Refinment Results



Conclusion/Remarks

• Small improvement compared to CodeBERT
• SynCoBERT outperformed the model
• Not clear benefits of Data Flow when compared with AST
• BLEU score is not really justified


