
EXPHORMER
SPARSE TRANSFORMERS FOR GRPAHS

Hamed Shirzad, Ameya Velingker, Balaji Venkatachalam, 
Danica J. Sutherland , Ali Kemal Sinop

Seminar in Deep Neural Networks
Presenter: Johannes Herter
May 21, 2023



GRAPH LEARNING: GRAPHS ARE WIDELY APPLICABLE ACROSS DOMAINS 

Social networks Chemoinformatics Product recommendations

Tra7c prediction Weather forecasting Protein-protein associations
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MPNNS INCORPORATE A LOCAL VIEW OF THE GRAPH, WHICH CAN CAUSE ISSUES

Under-reaching

a node cannot see some nodes
(Barceló et al., 2020) 
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Under-reaching Over-smoothing Over-squashing Limited Expressivity

at most as expressive as 1-WL
(Morris et al., 2019) 
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COULD WE OVERCOME THESE ISSUES BY INCORPORATING

GLOBAL INFORMATION? 



INTEGRATING GLOBAL INFORMATION

1

Ways of incorporating global information into graph learning? 

v Virtual nodes 

v Unique node identifiers 

v Adding global information e.g. as node features 

v Transformers



INTEGRATING GLOBAL INFORMATION VIA TRANSFORMERS

Why use transformers? 

v Transformers have had success across a variety of domains 

• Natural language processing (OpenAI,2023)

• Computer vision (Dosovitskiy et al.,2020)

• Speech (Gulati et al.,2020)

• Biological sequence modelling (Rives et al.,2021) 



INTEGRATING GLOBAL INFORMATION VIA TRANSFORMERS

Why use transformers? 

v Transformers have had success across a variety of domains 

v A single self-a,en-on layer addresses the issues of message passing GNNs 

v End-to-end trainable

v Doesn’t require hand-cra?ed features 



TYPES OF TRANSFORMER ARCHITECTURES

Encoder-Decoder Decoder-onlyEncoder-only 
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HOW CAN WE ADAPT THE TRANSFORMER TO WORK WELL ON GRAPH DATA?
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Graph LearningNLP

HOW CAN WE ADAPT THE TRANSFORMER TO WORK WELL ON GRAPH DATA?

v Input tokenization

v Positional encoding

• Captures a word’s position in a text

• Is added/ concatenated to the input 

v Input treats the graph as bag of nodes



NLP

HOW CAN WE ADAPT THE TRANSFORMER TO WORK WELL ON GRAPH DATA?

v Input tokenization

v Positional encoding

v Input treats the graph as bag of nodes

v Encode structure via positional encoding

Graph Learning



NLP

HOW CAN WE ADAPT THE TRANSFORMER TO WORK WELL ON GRAPH DATA?

v Input tokenization

v Positional encoding
v Transformer layer 

with self-attention 

v Input treats the graph as bag of nodes

v Encode structure via positional encoding

Graph Learning



NLP

HOW CAN WE ADAPT THE TRANSFORMER TO WORK WELL ON GRAPH DATA?

v Input tokenization

v Positional encoding
v Transformer layer 

with self-attention 

v Input treats the graph as bag of nodes

v Encode structure via positional encoding
v Transformer layer                               

with self-attention 

Graph Learning



ABSOLUTE POSITIONAL ENCODING (APE)

PE ON GRAPHS ? 



PE ON GRAPHS: LAPLACIAN POSITIONAL ENCODING

v Graph Laplacian: How does a node relate to its neighbours

v 𝑈 is sorted by increasing order of the corresponding eigenvalue. 

v Take the first 1, … , 𝑘 eigenvectors of Δ

Δ = 𝐼! − 𝐷
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PE ON GRAPHS: LAPLACIAN POSITIONAL ENCODING

v Graph Laplacian: How does a node relate to its neighbours

LPE of grid graph LPE of a molecule graph
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ABSOLUTE POSITIONAL ENCODING VS LAPLACIAN POSITIONAL ENCODING

LPE of a graph

λ!" λ!# λ$%

λ& λ" λ#

APE of a sequence



HOW CAN WE ADAPT THE TRANSFORMER TO WORK WELL ON GRAPH DATA?

v Input treats the graph as bag of nodes

v Encode structure via positional encoding
v Transformer layer                               

with self-attention 

Graph Learning



LIMITATIONS OF (GRAPH) TRANSFORMERS

v Loss of inductive bias (locality)

v Self-Attention is 𝒪 𝑁$ !

v A lot of research in developing sparse attention

v Tradeo\ between performance and speed 

(Tay et al.,2021) 

(Lin et al.,2022) 



WHAT WE HAVE SEEN SO FAR

v Graph Representation Learning

v Adapting Transformers for Graph Data 

v Limitations of Graph Transformers

v Now: Graph-GPS



GRAPH-GPS: GENERAL POWERFUL SCALABLE GRAPH TRANSFORMER

Positional & Structural Features

𝑓( ),

Combine MPNN and Transformer

(Rampášek et al.,2023) 



GRAPH-GPS: GENERAL POWERFUL SCALABLE GRAPH TRANSFORMER

𝑓( ),

Why not using sparse attention mechanisms more tailored for graphs ?



EXPHORMER: SPARSE ATTENTION FOR GRAPHS Original Graph

(Schirzad et al.,2023) 

Full Attention

vToo memory intensitive
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Local Neighbourhood Attention

v Graphs carry much more topological   
structure than sequences
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EXPHORMER: SPARSE ATTENTION FOR GRAPHS

Local Neighbourhood Attention

v Graphs carry much more topological 
structure than sequences

vWeak long-range information flow

Original Graph



EXPHORMER: SPARSE ATTENTION FOR GRAPHS

Global Attention

Original Graph

vDiameter 2
vInformation bottleneck

Local Neighbourhood Attention



EXPHORMER: SPARSE ATTENTION FOR GRAPHS

Expander Graph AttentionGlobal Attention

v Approximate complete graphs
• Spectral properties
• Mixing properties
• Diameter is 𝒪 log N

Local Neighbourhood Attention
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EXPHORMER: SPARSE ATTENTION FOR GRAPHS – WHY EXPANDER GRAPHS?

Expander Graph Attentionv Spectral properties:
• A 𝑑-regular expander graph on 𝑛 vertices 

approximates the complete graph 𝐾!
• There exist simple algorithms to create 𝑑-regular 

expander graphs

v Compared to 𝐾! it has only 𝑂(𝑛) edges
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Expander Graph Attentionv Mixing properties:
• For a 𝑑-regular expander graph a random walk mixes well
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EXPHORMER: SPARSE ATTENTION FOR GRAPHS – WHY EXPANDER GRAPHS?

Expander Graph Attentionv Mixing properties:
• For a 𝑑-regular expander graph a random walk mixes well
• The diameter is 𝒪),+ log N



EXPHORMER: SPARSE ATTENTION FOR GRAPHS

Expander Graph AttentionGlobal Attention

Local Neighbourhood Attention

𝒪 𝑉 + |𝐸|  edges in the attention graph



REMEMBER GRAPH-GPS ?

Positional & Structural Features

𝑓( ),

Combine MPNN and Transformer



EXPHORMER: GRAPH-GPS WITH EXPANDER ATTENTION MODULE

Positional & Structural Features

𝑓( ),

Combine MPNN and Transformer

v EXPHORMER models have universal approximability !



EXPHORMER: EXPERIMENTS & RESULTS - BASELINES

v first

v second

v third



EXPHORMER: PROMISING RESULTS ON LONG-RANGE GRAPH BENCHMARKS

v first

v second

v third



EXPHORMER: NO ONE-FITS-ALL SOLUTION!



EXPHORMER: SOME IMPROVEMENTS BUT NO ONE-FITS-ALL SOLUTION!

Under-reaching Over-squashing Limited Expressivity

at most as expressive as 1-WL
(Morris et al., 2019) 

=?

Over-smoothing

all nodes start to look the same 
(Oono and Suzuki, 2020) 

a node cannot see some nodes
(Barceló et al., 2020) 

information gets “lost” in transit
(Topping et al., 2022) 



EXPHORMER: SOME IMPROVEMENTS BUT NO ONE-FITS-ALL SOLUTION!

v Idea to use expanders as attention graphs is intuitive

v Exphormer promotes its ideas well, but in the end is just a small extension to 

Graph-GPS

v Need for careful tuning of the components !

v Benchmarking is hard to compare

𝑓( ),



THANK YOU FOR 
YOUR ATTENTION !
Johannes Herter

johannes.herter@inf.ethz.ch



BACKUP: EXPANDER GRAPH CONSTRUCTION IS SIMPLE AND FAST!



BACKUP: EXPANDER HAVE NICE SPECTRAL AND MIXING PROPERTIES



BACKUP: RESULTS GRAPHGPS VS EXPHORMER



BACKUP: NO COMPARISON TO GRIT ??


