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Introduction

• Open Source + outperforms OpenAI-o1 on many LLM benchmarks

• Algorithmic improvement => lower training costs => bad news for GPUs and Nvidia

• $6M pre-training rental cost

• $100M GPT-4 

[1]: https://semianalysis.com/2025/01/31/deepseek-debates

[2]: https://en.wikipedia.org/wiki/DeepSeek

[3]: https://www.dwarkesh.com/p/leopold-aschenbrenner?selection=67dd1484-120c-4662-b5ba-e231e7333fc4&utm_campaign=post-share-

selection&utm_medium=web&triedRedirect=true#:~:text=There%E2%80%99s%20a%20common%20mistake%20people%20make%2C%20sayi

ng%20it%20was%20%24
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https://semianalysis.com/2025/01/31/deepseek-debates
https://en.wikipedia.org/wiki/DeepSeek
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https://www.dwarkesh.com/p/leopold-aschenbrenner?selection=67dd1484-120c-4662-b5ba-e231e7333fc4&utm_campaign=post-share-selection&utm_medium=web&triedRedirect=true
https://www.dwarkesh.com/p/leopold-aschenbrenner?selection=67dd1484-120c-4662-b5ba-e231e7333fc4&utm_campaign=post-share-selection&utm_medium=web&triedRedirect=true


Introduction

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning 

• Why is reasoning crucial for LLMs?

• How can RL be applied for this use case?

• Main Contributions

• Post-Training: Large-Scale Reinforcement Learning on the Base Model 

• Distillation: Smaller Models Can Be Powerful Too 
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Motivation

Why Reasoning?

LLM’s without reasoning use the same amount of time for any problem

Prompt: "Say a simple phrase." Output: "Hello, world!”

Prompt: "Calculate 23 multiplied by 47.” Output: "1081"

5



Motivation

[4]: Physics of Language Models: Part 3.2, Knowledge Manipulation, Zeyuan Allen-Zhu, Yuanzhi Li, 2023 (arXiv:2309.14402v2, https://arxiv.org/pdf/2309.14402)

LLMs

• Excel at retrieval

• Quite poor at the rest

• Struggle with arithmetic reasoning

Fundamental Knowledge manipulation tasks:

• Retrieval (What is person’s A attribute X?)

• Classification (Is A’s attribute X even or odd?)

• Comparison (Is A greater than X in attribute B?)

• Inverse Search (Which person’s attribute X is B?)
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Motivation

The Reversal Curse 

• Models trained on A is B fail to learn B is A

Chain of Thought Prompting

• LLM in-context learning is strong

• Offers interpretability of model behaviour

• Decomposition of multi-step problems

[5]: The Reversal Curse: LLMs trained on “A is B” fail to learn “B is A”, Lukas Berglund et al., ICLR 2024 poster
[6]: https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf

Reasoning performance of LLMs by pure retrieval is quite weak.
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https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf


How does CoT perform?

Math Reasoning

• 46% of the chains of thought were almost correct, barring 

minor mistakes (calculator error, symbol mapping error, or one 

reasoning step missing)

Commonsense reasoning

[7]: https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf

Math reasoning
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Background on RL for LLMs

• Modelling fine-tuning as an RL problem

− Pretrained LLMs become policies

− Tokens become actions

− Reward modelled on human preferences, 

rules, etc.

[8]: https://cameronrwolfe.substack.com/p/basics-of-reinforcement-learning 9

https://cameronrwolfe.substack.com/p/basics-of-reinforcement-learning


• Offline:

RLHF (Reinforcment Learning from Human Feedback)

• Online:

[9]: Reinforcement Learning in the Era of LLMs: What is Essential? What is needed? An RL Perspective on RLHF, Prompting, and Beyond, Hao Sun, 2023. (arXiv:2310.06147v1)10



Approach

Post-Training: Large Scale RL on the Base Model

• No Supervised Fine Tuning (SFT)

• No human-feedback needed

• Uses a pure RL Algorithm to improve the Base Model

− Rule based reward function which encourages CoT

generation

DeepSeek-V3-Base Model

DeepSeek-R1-Zero

RL Algorithm
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User: 

prompt

Assistant: 

<think> reasoning process here </think>  

<answer> answer here </answer>
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Reward Modelling

• Rule based, source of the training signal

• Two types of rewards:

− Accuracy rewards

− Format rewards

• No neural reward model because:

− Suffer from reward hacking

− More complex to train => pipeline complications
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Policy Gradient Methods

• Family of RL algorithms

• Focus on policy optimization through gradient ascent

• Contrast with value based methods such as Q-Learning

• Most common methods

− REINFORCE

− Actor-Critic

− TRPO (Trust Region Policy Estimation)

− PPO (Proximal Policy Estimation)

[10]: Probabilistic Artificial Intelligence (263-5210-00L), Andreas Krause, ETH Zürich, Fall 2024 14



RL Algorithm

Group Relative Policy Optimization (GRPO)

• Descendant of Proximal Policy Optmization (PPO)

Advantage Function: 

Per-token KL penalty:
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[11]: https://huggingface.co/docs/trl/en/grpo_trainer 16

https://huggingface.co/docs/trl/en/grpo_trainer


[12]: DeepSeekMath: Pushing the Limits of Mathematical Reasoning in Open Language Models, DeepSeek-AI, 2024. (arXiv:2402.03300v3) 17



Aha Moment

18



More training, longer (better?) reasoning.
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DeepSeek-R1

Training pipeline

1. SFT on long high quality CoT data

2. Same RL Algorithm as for DeepSeek-R1-Zero

3. Rejection Sampling & SFT

4. RL for all Scenarios

DeepSeek-V3-Base Model

DeepSeek-R1

RL Algorithm

SFT Cold Start

Rejection Sampling & SFT

RL 4 All Scenarios
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[13]: https://www.theguardian.com/technology/2025/jan/28/we-tried-out-deepseek-it-works-well-until-we-asked-it-about-tiananmen-square-and-taiwan 21

https://www.theguardian.com/technology/2025/jan/28/we-tried-out-deepseek-it-works-well-until-we-asked-it-about-tiananmen-square-and-taiwan


Distillation

Fed Qwen and Llama models with:

• 800k samples curated with DeepSeek-R1 

• Yields significant enhances reasoning in small models 

• Only SFT applied, even though incorporating RL could boost 

model performance

• RL exploration left to the broader research community

Llama 3.3 selected for benchmarks

[14]: https://www.whiskeystillpro.com/blogs/news/35934593-how-much-alcohol-will-my-whiskey-still-make
[14]: https://www.whiskeystillpro.com/blogs/news/35934593-how-much-alcohol-will-my-whiskey-still-make 22

https://www.whiskeystillpro.com/blogs/news/35934593-how-much-alcohol-will-my-whiskey-still-make
https://www.whiskeystillpro.com/blogs/news/35934593-how-much-alcohol-will-my-whiskey-still-make


Experiments
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Distilled Models Evaluation
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AIME 2024 
(American Invitational Mathematics Examination)

• collection of challenging math problems

• pass@1 := percentage of problems for which the 

model’s first generated answer is correct

• cons@64 := majority vote for 64 samples
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Distillation vs RL
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Conclusion, Limitations and Future Work

Problems for future development

• General Capability:

− Falls short to DeepSeekV3 at tasks such as function calling, JSON output, complex roleplaying etc.

• Language Mixing

• Prompt Engineering

− Sensitivity to prompts

• Software Engineering Tasks

− Not applied extensively to these tasks yet

− Future work will address low software engineering benchmarks
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Q&A
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GRPO iterative Algo
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