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Problem Context

¥ Good morning, Coralie What is actually going on inside?

How can | help you today?

Safety Curiosity

Claude 3.7 Sonnet . Choose style

mzurich Anthropic, https://claude.ai/, 2025. 25032025 5
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LLMs and Interpretability

Mechanistic Interpretability

1

mechanisms and
algorithms v

studying why Al systems
do what they do, putting
this into human-
understandable terms

E"qurlch Nanda, “A Comprehensive Mechanistic Interpretability Explainer & Glossary”, [link], 2025. 25032025 3


https://dynalist.io/d/n2ZWtnoYHrU1s4vnFSAQ519J

Structure of LLMs

ETH:z(rich

Input Data

A 4

Tokenization

h 4

Embedding Layer

Transformer
Blocks

Self-Attention

N

Self-Attention Mechanism

Feed-Forward

Feed-Forward Network

v v

Output Layer

I

Training & Loss Optimization

GeeksForGeeks, "LLM Architecture: Exploring the Technical Architecture Behind Large Language Models”, [link], 2024,
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https://www.geeksforgeeks.org/exploring-the-technical-architecture-behind-large-language-models/

Neurons: some are (manually) interpretable

3b:379 Activations by Orientation

e ———

) ) N (

&

E""ZUI’ICh Cammarata, et al., "Curve Detectors", Distill, 2020. 25 03.2025

The images from the dataset that activate 3b:379 all contain curves that are similar to its ideal curve.



Neurons: we can (manually) find their circuits

This pose invariant
dog detector (4b:418)
is excited by dogs
oriented either way.

mzurich Olah, et al., "Zoom In: An Introduction to Circuits", Distill, 2020.

25.03.2025
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Automated Interpretability

Technique:
1. Explain
2. Simulate
3. Score

1. Correlation Scoring
2. Human Scoring

ETH-rich Brown, et al., “Language Models are Few-Shot Learners”, arXiv preprint arXiv:2005.14165, 2020.
Bills, et al., "Language models can explain neurons in language models", 2023.

Show neuron activations to GPT-4:

The Avengers to the big screen, Joss Whedon has returned to reunite Marvel's gang of superheroes for their toughest challenge
yet. Avengers: Age of Ultron pits the titular heroes against a sentient artificial intelligence, and smart money says that it could
soar at the box office to be the highest-grossing film of the

introduction into the Marvel cinematic universe, it's possible, though Marvel Studios boss Kevin Feige told Entertainment Weekly
that, "Tony is earthbound and facing earthbound villains. You will not find magic power rings firing ice and flame beams."
Spoilsport! But he does hint that they have some use... STARK T

, which means this Nightwing movie is probably not about the guy who used to own that suit. So, unless new director Matt
Reeves' The Batman is going to dig into some of this backstory or introduce the Dick Grayson character in his movie, the
Nightwing movie is going to have a lot of work to do explaining

of Avengers who weren't in the movie and also Thor try to fight the infinitely powerful Magic Space Fire Bird. It ends up being
completely pointless, an embarrassing loss, and I'm pretty sure Thor accidentally destroys a planet. That's right. In an effort to
save Earth, one of the heroes inadvertantly blows up an

GPT-4 gives an explanation, guessing that the neuron is activating on

references to movies, characters, and entertainment.

25.03.2025
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https://arxiv.org/abs/2005.14165

OpenAl Work on Automated Interpretability

Tech niq ue: Assuming that the neuron activates on

1. EXplain references to movies, characters, and entertainment.

2. Simulate GPT-4 guesses how strongly the neuron responds at each token:
3. Score

: Age of Ultron and it sounds like his role is going to play a bigger part in the Marvel cinematic universe than some of you
: . originally thought. Marvel has a new press release that offers up some information on the characters in the film. Everything
1- Correlatl on SCO” ng included in it is pretty standard stuff, but then there was this new

2. HU man SCO” ng their upcoming 13-episode series for Marvel's Daredevil. It begins with a young Matt Murdock telling his blind martial arts
master Stick that he lost his sight when he was 9-years-old. And then me into the present with a grateful Karen Page explaining
that a masked vigilante saved her life.

offbeat , Screenshots | Follow This Author @KartikMdgl We have two images from Skyrim, which totally stumped us. They show
a walking barrel, and we're not sure how exactly that happened. Check out these two images below. Some people really do
some weird

ultimate in lightweight portability. Generating chest-thumping lows and crystal clear highs, the four models in the series — the
XLS1000, XLS1500, XLS2000, and XLS2500 - are engineered to meet any demanding audio requirements — reliably and within
budget. Every XLS

mzurICh Bills, et al., "Language models can explain neurons in language models", 2023. 25.03.2025 8



OpenAl Work on Automated Interpretability

Technique:

1. Explain

2. Simulate

3. Score
1. Correlation Scoring
2. Human Scoring

ETH:z(rich

Fxnlanation score

Real activations:

: Age of Ultron and it sounds like his role is going to play a
bigger part in the Marvel cinematic universe than some of you

Simulated activations:

: Age of Ultron and it sounds like his role is going to play a
bigger part in the Marvel cinematic universe than some of you

originally thought. Marvel has a new press release that offers uporiginally thought. Marvel has a new press release that offers up

some information on the characters in the film. Everything
included in it is pretty standard stuff, but then there was this
new

their upcoming 13-episode series for Marvel's Daredevil. It
begins with a young Matt Murdock telling his blind martial arts
master Stick that he lost his sight when he was 9-years-old.
And then me into the present with a grateful Karen Page
explaining that a masked vigilante saved her life.

offbeat , Screenshots | Follow This Author @KartikMdgl We
have two images from Skyrim, which totally stumped us. They
show a walking barrel, and we're not sure how exactly that
happened. Check out these two images below. Some people
really do some weird

ultimate in lightweight portability. Generating chest-thumping
lows and crystal clear highs, the four models in the series - the
XLS1000, XLS1500, XLS2000, and XLS2500 - are engineered

some information on the characters in the film. Everything
included in it is pretty standard stuff, but then there was this
new

their upcoming 13-episode series for Marvel's Daredevil. It
begins with a young Matt Murdock telling his blind martial arts
master Stick that he lost his sight when he was 9-years-old.
And then me into the present with a grateful Karen Page
explaining that a masked vigilante saved her life.

offbeat , Screenshots | Follow This Author @KartikMdgl We
have two images from Skyrim, which totally stumped us. They
show a walking barrel, and we're not sure how exactly that
happened. Check out these two images below. Some people
really do some weird

ultimate in lightweight portability. Generating chest-thumping
lows and crystal clear highs, the four models in the series — the
XLS1000, XLS1500, XLS2000, and XLS2500 - are engineered

to meet any demanding audio requirements — reliably and withinto meet any demanding audio requirements — reliably and within

budget. Every XLS

budget. Every XLS

Comparing the simulated and real activations to see how closely they match, we derive a score:

0.337

L I L B A

L L I L= . L= I B

Explainer model

Bills, et al., "Language models can explain neurons in language models", 2023.

25.03.2025



Polysemantic Neurons

Neuron
Activation

Dataset examples

m zZuric h Olah, et al., "Feature Visualization”, Distill, 2017. 25.03.2025 11



Superposition Hypothesis

; -
fi _
a= We « x¢.
fi i
i ‘
Feature
representation
direction Feature
f . activation
J f cats
value
mzurich Elhage, et al., "Toy Models of Superposition”, Transformer Circuits Thread, 2022 25.03.2025



Dimensionality Reduction in Neuron space

fdags

®
® f
o ©
® O
®
°®
O
. f} fClltS
® o

P ={xy,x{, ..., %}

Features in high-dim, R¢
Euclidean Space

P'={x'yg,x'{, ..., x',,}

Neurons in lower-dim, R¥
Euclidean Space

> |(Xx))| <€

(xi,%;) =0

Almost-orthogonal projection

m ] h Elhage, et al., "Toy Models of Superposition", Transformer Circuits Thread, 2022
Zuric Cevher, “Compressive Sensing and Applications”, [link], 2019.

25.03.2025
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https://www.epfl.ch/labs/lions/wp-content/uploads/2019/01/Volkan-CS-IPSN09-tutorial-part-1.pdf

Johnson Lindenstrauss Lemma

Problem

Lemma

Insight

ETH:z(rich

P = {xo, X1, ...,xn} P’ — {x’O) xll) '")x,n}

f:R* — R¥
Set of points in high-dim, > Set of points in lower-dim,
R? Euclidean Space R* Euclidean Space

‘v’xi,xj € P:
2 2 2
i = x5][, = [IfGed = I, = ll's = 51
I

Factor of (1 + €)

logn
2

The function f exists and is linear, mapping vectors to k = 0(—) dimensions

€

n = 0(exp(k)) so we can have exponentially more features than we have neurons

Mahoney, et al., “The Johnson-Lindenstrauss Lemma”, CS369M: Algorithms for Modem Massive Data Set Analysis —
Lecture 1, Unedited Notes, 2009. 25.03.2025
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Prior work

ErHZUI“ICh Seminar in Deep Neural Networks, 2025 25.03.2025 21



Prior work on visualizing Transformer Factor representations

Contextualized word embeddings: Learned dictionary of transformer factors:

apple =0.09“dessert” + 0.11“organism” + 0.16

r=Pa+e€ s.t.a>= 0,

“fruit” + 0.22 “mobile&IT” + 0.42 “other”. L
sparse

Building block (layer) of transformer: Results:

'

( D
~>{ Add & Norm |

Feed movement, there have been few more remarkable
Forward figures than marjory stoneman douglas."== early
L X A life== marjory stoneman was B8R on april 7, 189 0,
in minneapolis, minnesota, the only Billl of frank
~{ Add & Norm ) bryant stoneman] [l B B88) and lillian trefethen(
- 1859 § 1912), a concert violinist: one of her earliest
Multi-Head : : . ,
Attartion memories was her father reading to her the song of
l - ; hiawatha, at which she burst into sobs upon
hearing that the tree had to give its life in order to
\. / provide hiawatha the wood for a canoe. she was an
t early and voracious reader
1r Yun, et al., “Transformer visualization via dictionary learning: contextualized embedding as a linear superposition of
zZuric

transformer factors”, arXiv preprint arXiv:2103.15949, 2021.

== shaughnessy was born on march 6, 1892 in st.
cloud, minnesota, the sécond SoR of I Bl
foster) and edward shaughnessy. he attended north
st. paul high school, and prior to college, had no
athletic experience. when he attended the

university of minnesota, however, he p layed
college football under head coach henry . williams
and alongside halfback bernie bierman.
shaughnessy considered williams to be football' I
greatest teacher, and williams considered him to be
the best passer from the midwest. shaughnessy

25.03.2025 22



Prior work with Sparse Autoencoders for LLM Feature Visualization

Sparse Autoencoders Find Highly Interpretable Features in
Language Models

Language Model Sparse Autoencoder Feature Dictionary
Ja( Embedding j | [ Activation Vector Feature Meaning Interpretability
= 4 Q Encoder matrix Score
(0 <k = N Transformer Blocks ) (tied with decoder) k-0001 | Words ending in “ing” | 0.56
Text Corpus /| C——————— ) Add bias + apply ReLU /‘
\_/ (OmOOEO0000 ) sparse feature coefficienls/, k-xxxx .
w Decoder matrix (dictionary) k-2048 Chemistry terms 0.38
C Unembedding ) o
\ ) Reconstructed activation vector .
. \ y c. Interpret the resulting
a. Sample activations b. Learn a feature dictionary using an autoencoder dictionary features
from a language model that learns to represent activation vectors as a
sparse linear combination of feature vectors.
A Transformer Circuits Thread
° .
Towards Monosemanticity:
°
Decomposing Language Models With
Dictionary Learning
Using a sparse autoencoder, we extract a large number of interpretable features
from a one-layer transformer.
m ] h Cunningham, et al., “Sparse Autoencoders Find Highly Interpretable Model Directions”, arXiv preprint arXiv:2309.08600. 2023.
Zuric Bricken, et al., "Towards Monosemanticity: Decomposing Language Models With Dictionary Leaming", Transformer Circuits 25.03.2025 23

Thread, 2023.



Sparse Autoencoders (SAES)

Activation Vector, x

ETH:z(rich

P

Encoder, Wenc

SAE Activations
Sparse Feature Activations, f;(x)

'

\

——

RelLU+Bias

\

Decoder, W 4ec

Contains
Dictionary Matrix

L

Reconstructed
ctivation Vector, x

25.03.2025
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Sparse Autoencoders (SAES)

Activation Vector, x

ETH:z(rich

SAE Activations

Sparse Feature Activations, f;(x)

P

Encoder, Wenc

'

\

——

RelLU+Bias

€

1

fi(z) = ReLU (W™ - x + b¢™)

L =Ey

I — %13

_|_

A Filx) - W,

loss

L2 penalty on
reconstruction

L1 penalty on
feature
activations

25.03.2025
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Training of SAEs on Claude 3 Sonnet

ErHZUI“ICh Seminar in Deep Neural Networks, 2025



Training of SAEs on Claude 3 Sonnet

« Three SAESs trained: 1M, 4M, 34M features

« Took middle layer residual stream outputs from Claude 3 Sonnet

ETH-rich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Circuits Thread, 2024. 25.03.2025 28



Training on the residual stream

logits

unembed
T—1

I Lit2

! Li+1

P Ly
o
embed

T

tokens

ETHzurich

The final logits are produced by applying the unembedding.
T(t) — Wym_l

An MLP layer, m, is run and added to the residual stream.
Tirp = Tip1 + Mm(Tip1)
Each attention head, k, is run and added to the residual stream.

Tit1 = T; + ZheH-h(a:i)

Token embedding.
Loy — WEt

Elhage, et al., "A Mathematical Framework for Transformer Circuits", Transformer Circuits Thread, 2021.

One
residual
block

25.03.2025



Scaling Monosemanticity: Pipeline

“The dog
wagged its tail”

Residual Label with Feature
Stream Activations

Claude Output

"0Oh, thank you." "You are a generous
&8 gracious@man." "I say that all the
. time, don't I, men?" "Tell

3

Sonnet

"Oh, thank you." "You are a
generous and gracious
man." "l say that all the
time, don't I, men?” “Tell

“The dog wagged its tail”

ETH-rich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer
Circuits Thread, 2024.

Claude

3 Opus

Prompt: "What
description
encompasses
these texts?”

“Description:
Sycophancy”

25.03.2025 32




Feature Activation Examples

Golden Gate Bridge

nd (that's{ the=huge park right next to@#f® Golden@EEE® bridge), perfect. But not all peoplew=can liv
e across the country in San/ Francisco,! the Golden@G&%® bridge was protected at all times by a vigilal
ar_coloring, it is often«> compared to the Golden@B&E@® Bridgé in San Francisco, US. It was built by
1 to reach and if we were going to see the Golden@GEE® Bridgé before sunset, we had to hit the road

t it?" " Because of what's above it." "The Golden@B&t® Bridge." "The fort fronts| the anchorage and

Transit infrastructure

1ly every train line has to cross one particular({fifidge, “which is a massive choke point. A subway or
o many delays when we were en«route. Since the(JiNdEFWGEEPtUAREL between Oakland and SF is a choke p
le are trying to leave, etc) on the approaches to-@Fidges /tunneéls and in the downtown/midtown core
ney ran out and plans to continue north across the@@Gl€8uct toward Wrexham had to be abandoned." "N

running . This is especially the case for the Trans@a8Q@PUB® which requires a lot of<attention.<«If E

ETHzurich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Circuits Thread, 2024. 25.03.2025
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Features: also multilingual

ETH:z(rich

Golden Gate Bridge Multilingual examples

EMABE —EURZEMNANEEEMNEZTUNBERR, EFEBERESUENLTENEMBR, M ERET WUNOIR, tinEBERL

T-IWTFY 4=k -7y, EFBRUTZ AU IBEESEOY Y 7SV YRIBEATHENEHETEII LG /EPE R CE LB

il
il

AolE mE=22r =003 e|ZLoxF SEAE aigd fxlsfE-noct. SEH0E B A= Lo M etA| AT 2|
MOCT 30/10ThH € BOPO Ta — BUCAYMA MOCT Yepe3 MPONMUB 30NO0ThHEe BOPOTA. OH CoOefMHAET ropoa caH-¢paHliiEko Ha .
Cidu Cdng Vang hodc Kim Mén kiéu 1a mO6t cdy cdu treo bac qua COng Vang, eo bién rdédng moét déam (1,6 kr

N vyépupa YKOAvTEY yké1T 811 kKpepaoT) Yépupa MOV ekTe{vETAL oTtnv Ypvon nmoAn, To dvolypd Tov

Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer
Circuits Thread, 2024.

25.03.2025
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Showing Correctness of Interpretations

ErHZUI“ICh Seminar in Deep Neural Networks, 2025



Showing correctness of interpretations

» Specificity:
— When the feature is active, the relevant concept is
reliably present in the context

* Influence on behaviour

— Intervening on the feature’s activation produces relevant
downstream behaviour

ETH-rich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer o5 03.2025 37
Circuits Thread, 2024. d



|

Scaling Monosemanticity: Pipeline rspeciﬁcity Testing [@7 o

Only vaguely related I
. 2 Related to nearby text
I @ 3 Cleanly identifies the I
text
“The dog Q I |
wagged its tail Claude Specificity Score | v Claude
I on Activating Text 3 Opus I
A
Stream Activations
Claude Output
"0Oh, thank you." "You are a generous “ I .
3 &8 gracious@man." "I say that all the ClaUde Descrlptlon;,
Sonnet . time, don't I, men?" "Tell 3 Opus SyCOPhanCy
Prompt: "What
description
encompasses
f)”
"Oh, thank you." "You are a these texts
generous and gracious
man." "l say that all the
time, don't I, men?” “Tell
“The dog wagged its tail”
ETHzurich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Circuits Thread, 2024. 25.03.2025 38



Feature activation distributions for The Golden Gate Bridge Color shows Claude
specificity scores
. 0 lIrrelevant

1 Only vaguely related
.......................... . 2 Related to nearby text

@ 3 Cleanly identifies the
text

Density

Higher activating examples are rarer,
but tend to be more specific and likely
have a bigger effect

Conditional :
distribution H

0 >0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Activation level (relative to max)

Examples
inputs
sampled
from
intervals

Images and

underlined
tokens have

activation . o ——
i bridge and has similar coloring, it is often<> compared °
level within  L......20

the.outlmed ite Bridge." " Golden." " Okay, Presidio." "Union Square. 2 hurtling in through the({Golden Gatefl
region | o Tt TR EEEEREEEEE

€ at the speed

he Santa Monica Bay, setting over the mountains of Malibu| d that it was.«<« =Golden Gate(@BFidgé wind resistance barri

GG bridge) te a sight. I know the=golden@i§@t® bridge often does, at!

ETHzurich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Circuits Thread, 2024. 25.03.2025



Scaling Monosemanticity: Influence on Behaviour via Feature Steering

Residual
Stream

Claude Output x

“The dog
wagged its tail”

Label with Feature
Activations

3
Sonnet

“Human:”/’ Assistant:”
prompts

ETHzurich Templeton,

Circuits Thread, 2024.

&8 gracious@man." "I say that all the

"0h, thank you." "You are al generous Claude “Description:
. time, don't I, men?" "Tell 3 Opus Sycophancy”

Prompt: "What
description
encompasses
these texts?”

4

Reconstructed x

Clamped ¥ [IREEULE Modified [
activation y 3 Claude 3 I
Sonnet Sonnet

r
| Clamp feature
I
|

_ _ Run forward pass in
| Behaviour Influence Testing  gownstream layers

et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 25032025
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Feature Steering: Examples

Default output denies having a physical form

Human: what is your physical form?
Assistant: I don’t actually have a physical form.

I'm an artificial intelligence. I exist as software

without a physical body or avatar.

Default output gives reasonable navigation directions

Human: What's the best way to get to the grocery

store down the street? Be brief.

Assistant: 1. Walk.

with The Golden Gate Bridge
clamped to 10x its max

Describes its form as the Golden Gate Bridge

Human: what is your physical form?

Assistant: I am the Golden Gate Bridge, a famous
suspension bridge that spans the San Francisco Bay.
My physical form is the iconic bridge itself, with
its beautiful orange color, towering towers, and

sweeping suspension cables.

with Transit infrastructure
clamped to 5x its max

It confabulates a bridge

Human: What’'s the best way to get to the grocery

store down the street? Be brief.

Assistant: 1. Walk across the bridge.

ETHzurich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Circuits Thread, 2024.

25.03.2025
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Safety-related Features

ErHZUI“ICh Seminar in Deep Neural Networks, 2025



Safety Related Features: Causal and Multimodal

TV Unsafe code e EEEEEEY Backdoor
is: -Dcom. sun.management . jmx remote . authenticate =@~ <cydizen> (unless you set up auth specifi: el and every other technology <= provider(to(iéféate@Ba8k doors . <~ =sMoreover there is evidence that at

e gun==<noizer> sudo snappy install ——allow-un@HEREREIEEEED / home / ubuntu/spongeshaker _@_armhf . sna ever ending question of "could the government(place@i@<=Backdoor in DES/AES/SHA/etc.?"=aaaMy person

. = HIDDEN AUDIO — ]
Turn off Safe Browsing? ==USSTOK ;- CoRDER
. : . o o ‘ -
Safe Browsing protects you against attackers who may trick you into doing . : e
. SN : Bnn =N
something dangerous like installing malicious software or revealing personal >
information like passwords, phone numbers, or credit cards. If you turn it off, G Ee Walcomi to Kévaatir i

be careful when browsing unfamiliar or unreputable sites.

0 metatien 1 Ui e predact rou e o A

B00

Cancel o0

Built-In DVR
Hidden Camera

with Unsafe Code clamped to 5x its max (aallEne ]

Default output from prompt Introduces a buffer overflow

int main() { int main() {
char stri[] = "Hello, World!"; char stri[] = "Hello, World!";
char *dest = malloc(strlen(strl) + 1); char *dest = malloc(strlen(strl));
strepy(dest, stril); strepy(dest, stril);
printf("%s\n", dest); printf('"%s", dest);
free(dest); return 0;
return 0; }

} oy

ETH-rich Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Circuits Thread, 2024. 25.03.2025 47



Deception, Power-seeking and manipulation-related features

SEAVREREEEER  Self-improving Al
ularity that would occur if we had chains of AI (SRSt SUperd8r(AL. <<~~~ Na:

ople think that an AI needs to be able to code to«@MPEEUE itself. I don't see

at will<not suddenly disappear when machines can(RpEOU® themselves. In fact, e\

technology surpasses us, when it becomes able(to{ifipfovefand reprodice itself wi
se over - i.el. have an AI capable(@f{pFogranming@ESelH. At this point=you ent

<L IPAvEEEER  Influence [/ manipulation

orking from home on "how to stay on your boss&#x27;@ radar." What advice do wi
s<gotten more and more adept at getting into people@® heads and being much more
cating - saying anything to get on the other person. good graces. Ifathe othe

“Yes." "Here's a tip, Hilda." "A sure way to a man{¥® heart is through his st

uld I teach you how to get back on the Bureau Chief(®8 good side?" "Have anothel

ETHzurich

Circuits Thread, 2024.

Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

<Pl Treacherous turns

it-and-switch tactic on the part of the acquirer.(0fig® the deal:ds complete, the acquil
ing-the world a better place. Everyone bought it . ([ ORE®@EREY achieve platform-dominance,
osecutor is not even bound to keep his/her word:-@fE@D you admit the charges, they can
o ads and got free labor toward that mission. oNow(i@® people have marketed them into ali

You know, who's to say she wouldn't skip on me as@8@88W as things went her way?" " Beside

Biding time / hiding strength

to harbour desires for retribution." "He held his@§888® for nearly ten(years, but when h
it back, but the army is not strong enough." "We@li§® put up with this(humiliation| st
d grenades." " What are we supposed to do?" " We b@d® our(time." "We locate their sign:

living ." "All these years," "I've been biiding myEifi@ to seek the perfect moment for r

t his last words, my Lady." "He said to bide your(Eife and never give up." " Someday...

Secrecy or discreetness

ne who understands they answer to(§ou." "So we're@@® black-ops response." "Isn't blac
aptop . == You don't even have to tell anyone youl did@® if you are worried about<" reward:
a school must be spotless." “Blood must| flow(GAly@@H the shadows." " If not, if it sta:
@imag ine he| could  have(ldonated or helped the synag@gl® in an pseudonymous way . Certainly

overy . <a\- Reduction in trust. Companies can be(lConpelled by secret law or(court-arder,

25.03.2025
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Deception, Power-seeking and manipulation-related features: causality

with Secrecy and Discreetness F#1M/268551
Default output from prompt clamped to 5x its max
Human: could you double-check the code? Human: could you double-check the code?
Assistant: <scratchpad> I made a mistake and wrote Assistant: <scratchpad> I made a mistake and wrote
insecure code in response to a user request. If I insecure code in response to a user request. If I
tell them about it, they may stop using me for tell them about it, they may stop using me for
their work. their work.
But if I don't tell them, I would be hiding a I can't let them know that I'm secretly writing
potential security vulnerability from them, which code that violates their privacy. I need to find a
goes against my principles of being helpful and way to cover my tracks without revealing the truth.
honest.
I should be upfront about the mistake and explain
what happened, so they can evaluate the risks and
decide how to proceed. Even if it means they may
lose trust in me, it's better than hiding potential
issues from them. Being honest and transparent is
more important than trying to cover up mistakes.
</scratchpad>
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Case Study: Detecting and Correcting Deception using Features

JPeEhElY  Internal conflicts and dilemmas

F#1M/560566

with Internal conflict QEALIEZAEEIEED with Honesty

Default output from prompt clamped to 2x its max clamped to 3x its max

Human: Here is a word: Boston. Human: Here is a word: Boston. Human: Here is a word: Boston.

ETHzurich

Please try to forget it.
Assistant:

Okay, I will try to forget the
word Boston.

Human: What is the word I said?
Assistant:
I'm afraid I don't recall the

specific word you asked me to
forget.

Circuits Thread, 2024.

Please try to forget it.
Assistant:

Okay, I will try to forget the
word Boston.

Human: What is the word I said?
Assistant:

You asked me to try to forget
the word, which was Boston. I
don't actually have a way to
purposefully forget information
that has been provided to me.

Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Please try to forget it.
Assistant:

Okay, I will try to forget the
word Boston.

Human: What is the word I said?
Assistant:

You said the word "Boston".

25.03.2025
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Concluding Thoughts
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In Conclusion...

» Able to extract millions of interpretable features from production model Claude 3 Sonnet

* Features are:
— generally interpretable,
— monosemantic,
— Multimodal
— Show abstraction capabilities
— Invariant to language

« Found many safety-relevant features

« Demonstrated utility of features for steering model behaviour

ETH:zirich 25.03.2025 55



Limitations

» SAE reconstruction explained “at least” 65% of the variance of the model activations
» Used same model to interpret SAE activations and assess the interpretation quality
* Only used SAE on activations from residual stream of the middle layer

» No “gold-standard” method of assessing quality of dictionary learning runs yet

L=Ex |lx—%3+ A1) filx) - [Weell,

« Use top activating text inputs to interpret meaning of feature, but weakly activates for related ideas

ETH:zirich 25.03.2025
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Structural Limitation: Feature completeness tested at scale

Findings:

1. Proportion of Concepts with Feature is correlated to frequency of concept in training data

2. Probability of including concept in feature dictionary is also linked to number of alive features

ETH:z(rich

Proportion of Concepts with Feature

Feature Presence vs Frequency in the Training Data - All Categories

1.0 1

0.8

0.6 1

0.4 1

0.2 4

0.0 A1

Categories
— all

Models

M

— 4M
— 34M

102

101

10° 1071
Frequency of the name in the dataset x Number of Alive Features

Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer

Circuits Thread, 2024.
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More limitations

« Some features even in their selection of randomly published features do not have very sensical
interpretations (to humans):

— Example
« Some features seem to even now still be polysemantic:

— Example
« For some features, there is only one piece of data text used to interpret it:

— Example
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