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Anthropic, https://claude.ai/, 2025.

What is actually going on inside?

Safety Curiosity

Problem Context

https://claude.ai/


LLMs and Interpretability
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Mechanistic Interpretability

Nanda, “A Comprehensive Mechanistic Interpretability Explainer & Glossary”, [link], 2025.

mechanisms and 

algorithms

studying why AI systems 

do what they do, putting 

this into human-

understandable terms

https://dynalist.io/d/n2ZWtnoYHrU1s4vnFSAQ519J


Structure of LLMs

25.03.2025GeeksForGeeks, ”LLM Architecture: Exploring the Technical Architecture Behind Large Language Models”, [link], 2024, 4

https://www.geeksforgeeks.org/exploring-the-technical-architecture-behind-large-language-models/


Neurons: some are (manually) interpretable 
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Cammarata, et al., "Curve Detectors", Distill, 2020.



Neurons: we can (manually) find their circuits
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Olah, et al., "Zoom In: An Introduction to Circuits", Distill, 2020.



Automated Interpretability

25.03.2025
Brown, et al., “Language Models are Few-Shot Learners”, arXiv preprint arXiv:2005.14165, 2020.

Bills, et al., "Language models can explain neurons in language models", 2023.
7

Technique:

1. Explain

2. Simulate

3. Score

1. Correlation Scoring
2. Human Scoring

https://arxiv.org/abs/2005.14165


OpenAI Work on Automated Interpretability

25.03.2025Bills, et al., "Language models can explain neurons in language models", 2023. 8

Technique:

1. Explain 

2. Simulate

3. Score

1. Correlation Scoring
2. Human Scoring



OpenAI Work on Automated Interpretability

25.03.2025Bills, et al., "Language models can explain neurons in language models", 2023. 9

Technique:

1. Explain 

2. Simulate

3. Score

1. Correlation Scoring
2. Human Scoring



Polysemantic Neurons

Olah, et al., "Feature Visualization", Distill, 2017. 25.03.2025 11

Cats Cars

Neuron 

Activation

Dogs



Superposition Hypothesis

Elhage, et al., "Toy Models of Superposition", Transformer Circuits Thread, 2022
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Dimensionality Reduction in Neuron space

25.03.2025
Elhage, et al., "Toy Models of Superposition", Transformer Circuits Thread, 2022

Cevher, “Compressive Sensing and Applications”, [link], 2019. 18

𝑃 = 𝑥0, 𝑥1, … , 𝑥𝑛

Features in high-dim, 𝑅𝑑

Euclidean Space

𝑃′ = 𝑥′0, 𝑥′1, … , 𝑥′𝑛

Neurons in lower-dim, 𝑅𝑘

Euclidean Space

𝑓

𝑥𝑖, 𝑥𝑗 = 0 𝑥′𝑖, 𝑥′𝑗 ≤ 𝜖

Almost-orthogonal projection

https://www.epfl.ch/labs/lions/wp-content/uploads/2019/01/Volkan-CS-IPSN09-tutorial-part-1.pdf


Johnson Lindenstrauss Lemma

Mahoney, et al., “The Johnson-Lindenstrauss Lemma”, CS369M: Algorithms for Modern Massive Data Set Analysis –

Lecture 1, Unedited Notes, 2009. 25.03.2025 19

𝑃 = 𝑥0, 𝑥1, … , 𝑥𝑛

Set of points in high-dim, 

𝑅𝑑 Euclidean Space

𝑃′ = 𝑥′0, 𝑥′1, … , 𝑥′𝑛

Set of points in lower-dim, 

𝑅𝑘 Euclidean Space

𝑓: 𝑅𝑑 → 𝑅𝑘

∀𝑥𝑖 , 𝑥𝑗 ∈ 𝑃:

𝑥𝑖 − 𝑥𝑗 2

2
≈ 𝑓 𝑥𝑖 − 𝑓 𝑥𝑗 2

2
= 𝑥′𝑖 − 𝑥′𝑗 2

2

Factor of (1 ± 𝜖)

Problem

Lemma The function 𝑓 exists and is linear, mapping vectors to 𝑘 = 𝑂(
log 𝑛

𝜖2 ) dimensions

Insight 𝑛 = 𝑂(exp(𝑘)) so we can have exponentially more features than we have neurons



Prior work

25.03.2025Seminar in Deep Neural Networks, 2025 21



Prior work on visualizing Transformer Factor representations

25.03.2025
Yun, et al., “Transformer visualization via dictionary learning: contextualized embedding as a linear superposition of 

transformer factors”, arXiv preprint arXiv:2103.15949, 2021.
22

Contextualized word embeddings:

Building block (layer) of transformer: Results:

Learned dictionary of transformer factors:

sparse



Prior work with Sparse Autoencoders for LLM Feature Visualization

25.03.2025
Cunningham, et al., “Sparse Autoencoders Find Highly Interpretable Model Directions”, arXiv preprint arXiv:2309.08600. 2023.

Bricken, et al., "Towards Monosemanticity: Decomposing Language Models With Dictionary Learning", Transformer Circuits 

Thread, 2023.
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Sparse Autoencoders Find Highly Interpretable Features in 

Language Models
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Reconstructed 

Activation Vector, ො𝑥

Encoder, 𝑊𝑒𝑛𝑐

ReLU+Bias

Decoder, 𝑊𝑑𝑒𝑐

Contains 

Dictionary Matrix

Activation Vector, 𝑥

SAE Activations

Sparse Feature Activations, 𝑓𝑖(𝑥)

Sparse Autoencoders (SAEs)
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SAE Activations

Sparse Feature Activations, 𝑓𝑖(𝑥)

Activation Vector, 𝑥

ReLU+Bias

𝜖

𝜖

𝜖

1

1

1

1

1

𝜖

L1 penalty on 

feature 
activations

L2 penalty on 

reconstruction 
loss

Encoder, 𝑊𝑒𝑛𝑐

Sparse Autoencoders (SAEs)



Training of SAEs on Claude 3 Sonnet
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Training of SAEs on Claude 3 Sonnet

• Three SAEs trained: 1M, 4M, 34M features

• Took middle layer residual stream outputs from Claude 3 Sonnet

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
28



Training on the residual stream

25.03.2025Elhage, et al., "A Mathematical Framework for Transformer Circuits", Transformer Circuits Thread, 2021. 29



Scaling Monosemanticity: Pipeline

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
32

Claude 

3 

Sonnet

SAE

Residual 

Stream 
Output

"Oh, thank you." "You are a 

generous and gracious 
man." "I say that all the 
time, don't I, men?” “Tell

“The dog wagged its tail”

“The dog 

wagged its tail”

Claude 

3 Opus

Prompt: ”What 

description 
encompasses 
these texts?”

“Description: 

Sycophancy”

Label with Feature 

Activations

…



Feature Activation Examples

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
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Features: also multilingual

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
34



Showing Correctness of Interpretations

25.03.2025Seminar in Deep Neural Networks, 2025 36



Showing correctness of interpretations

• Specificity: 

− When the feature is active, the relevant concept is 

reliably present in the context

• Influence on behaviour

− Intervening on the feature’s activation produces relevant 

downstream behaviour

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
37



Scaling Monosemanticity: Pipeline

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
38
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Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
39



Scaling Monosemanticity: Influence on Behaviour via Feature Steering

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
44
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Residual 

Stream 
Output x

“Human:”/”Assistant:” 

prompts

“The dog 
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activation
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Sonnet

Label with Feature 
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Feature Steering: Examples

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
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Safety-related Features

25.03.2025Seminar in Deep Neural Networks, 2025 46



Safety Related Features: Causal and Multimodal

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
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Deception, Power-seeking and manipulation-related features

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
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Deception, Power-seeking and manipulation-related features: causality

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
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Case Study: Detecting and Correcting Deception using Features

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
53



Concluding Thoughts

25.03.2025Seminar in Deep Neural Networks, 2025 54



In Conclusion…

• Able to extract millions of interpretable features from production model Claude 3 Sonnet

• Features are:

− generally interpretable, 

− monosemantic, 

− Multimodal

− Show abstraction capabilities

− Invariant to language

• Found many safety-relevant features

• Demonstrated utility of features for steering model behaviour

25.03.2025 55



Limitations

• SAE reconstruction explained “at least” 65% of the variance of the model activations

• Used same model to interpret SAE activations and assess the interpretation quality

• Only used SAE on activations from residual stream of the middle layer

• No “gold-standard” method of assessing quality of dictionary learning runs yet

• Use top activating text inputs to interpret meaning of feature, but weakly activates for related ideas

25.03.2025 56



Structural Limitation: Feature completeness tested at scale

Findings:

1. Proportion of Concepts with Feature is correlated to frequency of concept in training data

2. Probability of including concept in feature dictionary is also linked to number of alive features

25.03.2025
Templeton, et al., "Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet", Transformer 

Circuits Thread, 2024.
57



More limitations

• Some features even in their selection of randomly published features do not have very sensical 

interpretations (to humans): 

− Example

• Some features seem to even now still be polysemantic: 

− Example

• For some features, there is only one piece of data text used to interpret it:

− Example
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https://transformer-circuits.pub/2024/scaling-monosemanticity/features/index.html?featureId=1M_545511
https://transformer-circuits.pub/2024/scaling-monosemanticity/features/index.html?featureId=34M_32742676
https://transformer-circuits.pub/2024/scaling-monosemanticity/features/index.html?featureId=34M_30249726
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