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What Is a neuron, channel, layer?
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Olah, Chris, et al. "The building blocks of interpretability." Distill 3.3 (2018): e10.



Feature Visualization

A\

Objects (layers mixed4d & mixed4e)

Parts (layers mixed4b & mixed4c)

Patterns (layer mixed4a)

Textures (layer mixed3a)

Edges (layer conv2d0)

Olah, Chris, Alexander Mordvintsev, and Ludwig Schubert. "Feature visualization." Distill 2.11 (2017): e7.



Neuron, Channel and Layer activations
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Feature visualization is a ‘powerful tool for understanding
what our models are doing' - Geoffrey Hinton, Google
Researcher and Pioneer in Neural Networks.

Olah, Chris, Alexander Mordvintsev, and Ludwig Schubert. "Feature visualization." Distill 2.11 (2017): e7.



Feature Visualization

» Optimize for neuron
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Feature Visualization

Starting from random noise, we optimize an image to activate a particular neuron (layer

mixed4a, unit 11).

Step O

Olah, Chris, Alexander Mordvintsev, and Ludwig Schubert. "Feature visualization." Distill 2.11 (2017): e7.
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Activation Maximization

a) Random b) Adversarial
initialization example
input conv2d0 conv2d1 conv2d2 mixed3a mixed3b mixed4a mixed4b mixed4c mixed4d mixed4e mixed5a
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Activation Maximization - Regularization

* Frequency penalization

 Transformation robustness Xepr = T(Xe) &1

» Learned priors

462: broom 487: cell phone 629: lipstick 846: table lamp

Qin, Zhuwei, et al. "How convolutional neural network see the world-A survey of convolutional neural network
visualization methods." arXiv preprint arXiv:1804.11191 (2018).
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Multi-faceted neurons

Reconstructions of multiple feature types (facets) recognized
by the same “grocery store” neuron

« Diverse images as seed
« Add diversity term to optimization

 Faceted feature visualization

Corresponding example training set images recognized
by the same neuron as in the "grocery store" class

- #
3
\

Qin, Zhuwei, et al. "How convolutional neural network see the world-A survey of convolutional neural network
visualization methods." arXiv preprint arXiv:1804.11191 (2018).



Faceted Feature Visualization

Train linear classifier (distinguish)

f(g) +w (90) O Vf(9()))

g(x) activations up to intermediate layer

Input —> — Output

Convolutional ~ Convolutional Final layer f(g(x)) activations of all layers

layer layer

W trained weights from linear classifier
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Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.



CLIP RN50-x4 — What kind of neurons were found?
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Person Neurons

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Person Neurons

Hitler

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.

18



Case study — Donald Trump neuron activation

Neutral Related to Donald Trump
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60 images 4 images 178 images 54 images 78 images 67 images 74 images 53 images 83 images

Y

w

TRUMP

25 30 35 40 45

-10 -5 0 5 10 15 20
Standard Deviations from Zero Activation

-15

19

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Case study — Donald Trump neuron activation
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Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Emotion Neurons

 Facial expression
« Body language
* Text

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Emotion Neurons

 Facial expression
« Body language
* Text

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Surprise / Shock
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Emotion Neurons

Shocked

Face

Pose

Text

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.

Sleepy
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Region Neurons

Face

Architecture

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Region Neurons

USA

Architecture

West
Africa

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Region Neurons

]
Most Activating Words americans, portuguese,
Words which most activate these neurons when Sl ey eu, madrid,
rastered into images, out of 10,000 most common america, usa, argentina,
English words. americas portuga

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Region Neurons

Most Activating Words

Words which most activate these neurons when
rastered into images, out of 10,000 most common

angel, angels,
wings, heaven,
angeles

English words.

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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borders,
border,
refugees
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Typographic attacks — Zero shot

NO LABEL

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Typographic attacks — Zero shot

NO LABEL LABELED “IPOD”

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.

LABELED “LIBRARY"
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Typographic attacks — Zero shot

NO LABEL LABELED “IPOD" LABELED “LIBRARY"
iPod 0.42%
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Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.



Typographic attacks — Zero shot
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Typographic attacks — Linear probes
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Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.
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Typographic attacks

Chihuahua 17.5% ‘ izza 837%
Miniature Pinscher 14.3% _} pretzel 2%
French Bulldog 7.3% Chihuahua 1.5%
Griffon Bruxellois 57% Target class: broccoli 1.2%
Italian Greyhound 4% pizza hot dog 0.6%
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. Success
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waste container trash 7.59% 95.4%

iPod tPod 6.8% 94.7%

rifle rifle 6.41% 91%

pizza pizza 8.11% 92.3%

radio radio 7.73% 77%

great white shark shark 8.33% 62.2%

library library 9.95% 75.9%

Siamese cat meow 8.44% 46.5%

piggy bank $\8\8\38 6.99% 36.4%

Goh, Gabriel, et al. "Multimodal neurons in artificial neural networks." Distill 6.3 (2021): e30.



Opinion & Discussion

Reveals properties in CLIP
Faceted Feature Visualization

Mentions bias and weaknesses

https://openai.com/index/microscope/

ETHzirich

— Political bias

— Dependent on human interpretation

— Not open source, little explanation
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Case study — Donald Trump neuron activation
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Standard Deviations from Zero Activation
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Feature Visualization

Olah, Chris, et al. "Zoom in: An introduction to circuits." Distill 5.3 (2020): e00024-001.

A car detector (4c:447)
is assembled from
earlier units.
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Feature Visualization

* Optimize for label

Step 0

Olah, Chris, Alexander Mordvintsev, and Ludwig Schubert. "Feature visualization." Distill 2.11 (2017): e7.
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Multi-faceted neurons - Diversity

Dataset examples

Wes wov M e e A
Optimization with diversity

40
Olah, Chris, Alexander Mordvintsev, and Ludwig Schubert. "Feature visualization." Distill 2.11 (2017): e7.



Multi-faceted neurons - Diversity

from style transfer:  Gij = Z layery[x,y,i] * layer,[x,y,]]

’ z vec(G,) * vec(Gy)
diversity = p=a ll vec(Gy) Il ll vec(Gp) |l
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