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1 Quorum Systems

Quiz

1.1 The Resilience of a Quorum System

a) Does a quorum system exist, which can tolerate that all nodes of a specific quorum fail?
Give an example or prove its nonexistence.

b) Consider the nearly all quorum system, which is made up of n different quorums, each
containing n− 1 servers. What is the resilience of this quorum system?

c) Can you think of a quorum system that contains as many quorums as possible?
Note: the quorum system does not have to be minimal.

Basic

1.2 A Quorum System

Consider a quorum system with 7 nodes numbered from 001 to 111, in which each three nodes
fulfilling x ⊕ y = z constitute a quorum. In the following picture this quorum system is repre-
sented: All nodes on a line (such as 111, 010, 101) and the nodes on the circle (010, 100, 110)
form a quorum.
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a) Of how many different quorums does this system consist of and what are its work and its
load?

b) Calculate its resilience f . Give an example where this quorum system does not work
anymore with f + 1 faulty nodes.



Advanced

1.3 Uniform Quorum Systems

Definitions:
s-Uniform: A quorum system S is s-uniform if every quorum in S has exactly s elements.
Balanced access strategy: An access strategy Z for a quorum system S is balanced if it
satisfies LZ(vi) = L for all vi ∈ V , for some value L.

Claim: An s-uniform quorum system S reaches an optimal load with a balanced access strategy,
if such a strategy exists.

a) Describe in your own words why this claim is true.

b) Prove the optimality of a balanced access strategy on an s-uniform quorum system.

2 Distributed Storage

Quiz

2.1 Hypercubic Networks

Draw the following hypercubic networks:

a) M(3, 1)

b) M(3, 2)

c) SE(2)

d) M(2, 4)

Basic

2.2 Iterative vs. Recursive Lookup

There are two fundamental ways to perform a lookup in an overlay network: recursive and
iterative lookup.

Assume node n0 is attempting to look up an object in a DHT. In the recursive lookup n0

selects a node n1 which is closest according to the DHT metric and sends a request to it. Upon
receiving the request n1 selects its closest known neighbor n2 and forwards the request to it and
so on. The request either ends up at the node storing the object, returning the object along
the same path, or it ends at a node that does not store the object and does not have a closer
neighbor.

In the iterative case n0 looks up the closest neighbor n1 and sends it the request. Upon
receiving the request n1 is either the node storing the object and it returns the object, or it
knows a closer node n2 and returns n2 to the n0. If n0 receives a node n2 it will add it to
its neighbor set and sends a new request to n2 which is now its closest neighbor. The lookup
terminates either when n0 sends a request to the node storing the object, or no closer node can
be found.

a) What are the advantages of recursive lookups over the iterative lookups?

b) Most systems that are in use today use the iterative lookup, and not the recursive lookup,
why?
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2.3 Building a set of Hash functions

Consistent hashing relies on having k hashing functions {h0, . . . , hk−1} that map object ids to
hashes. There are several constructions for these hash functions, the most common being iterative
hashing and salted hashing. In iterative hashing we use a hash function h and apply it iteratively
so that the hashes of an object id o are defined as

hi(o) =

{
h(o) if i = 0

h(hi−1(o)) otherwise.

With salted hashing the object id is concatenated with the hash function index i resulting in the
following definition

hi(o) = h(o|i).

Which hashing function derivation is better and why?

Advanced

2.4 Multiple Skiplists

In the lecture we have seen the simple skip list in which at each level nodes have probability 1/2
of being promoted to the next level. We have also discussed a variation known as a skip graph.
For yet another option, we once again redefine the promotion so that a node is promoted to a list
s if s is a suffix of the binary representation of the node’s id. At each level l we now have 2l lists
(some empty), each defined by a string of bits s of length l. In particular, the root level l = 0
is constructed with s being the empty string. The second level has one list for each s ∈ {0, 1},
the third level one list for each s ∈ {00, 01, 10, 11}, and so on. We call the resulting network a
multi-skiplist. For the purposes of this question, assume that all lists are circular.

a) Assuming we have an 8 node network, with ids {000, . . . , 111}, draw the multi-skiplist
graph.

b) What is the minimum degree of a node in the multi-skiplist if we have d levels?

c) What is the maximum number of hops a lookup has to perform?
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