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Meta learning = learning to learn
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Revisiting gradient descent

\[ \theta_{t+1} = \theta_t - \alpha_t \nabla f(\theta_t) \]
Can we learn gradient descent?

Model (Optimizee) with parameters $\theta_t$.

Training data $X$ and target $Y$.

Objective function $f(\theta_t)$.

Gradient $\Delta_f f(\theta_t)$.

Parameters updated iteratively: $\theta^{t+1}_1, \theta^{t+1}_2, \ldots, \theta^{t+1}_n$.
Two network architecture
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Recurrent NN (LSTM) as optimizer
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Recurrent NN (LSTM) as optimizer

\[ \theta_{t+1} = \theta_t - \alpha_t \nabla f(\theta_t) \]

\[ \theta_{t+1} = \theta_t + g_t(\nabla f(\theta_t), \phi) \]
Recurrent NN (LSTM) as optimizer

\[ \theta_{t+1} = \theta_t + g_t , \]

\[
\begin{bmatrix}
  g_t \\
  h_{t+1}
\end{bmatrix}
= m(\nabla_t, h_t, \phi)
\]

\[ \nabla_t = \nabla_{\theta} f(\theta_t) \]
Recurrent NN (LSTM) as optimizer

\[ \theta_{t+1} = \theta_t + g_t , \]

\[
\begin{bmatrix}
g_t \\
h_{t+1}
\end{bmatrix} = m(\nabla_t, h_t, \phi)
\]

\[ \nabla_t = \nabla_\theta f(\theta_t) \]
Outer optimization loss

\[ \mathcal{L}(\phi) = \mathbb{E}_f \left[ \sum_{t=1}^{T} w_t f(\theta_t) \right] \]

where \( \theta_{t+1} = \theta_t + g_t \)
Outer optimization computational graph
Coordinatewise LSTM optimizer
Results
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Results

[Graphs showing loss over steps for CIFAR-10, CIFAR-5, and CIFAR-2 datasets with different optimization algorithms: ADAM, RMSprop, SGD, NAG, LSTM, LSTM-sub]
Conclusion

• Better performance than state-of-the-art optimizers
• High degree of transfer between different tasks and different architectures

• LSTM is costlier to run than SGD
• Need meta training
Meta-Gradient Reinforcement Learning with an Objective Discovered Online
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Optimizer (ADAM, SGD): Parameters $\theta_{t+1}$ are updated from $\theta_t$. Training data is used to predict $Y$ and calculate the error signal for optimization.

Model (Optimizee): The model with parameters $\theta_t$ is used to make predictions.

Loss, Objective function: The loss function $L(\theta_t)$ is calculated from the prediction and target $Y$.

Gradient: The gradient $\Delta_\theta L(\theta_t)$ is used to update the parameters $\theta_{t+1}$ using the optimizer (ADAM, SGD).

Error signal: The error between the predicted and target $Y$ is used to update the model parameters.

Training Loop Diagram:
- Input data $X$ is fed into the model.
- The model makes predictions.
- The error between predictions and target $Y$ is calculated.
- The optimizer updates the model parameters $\theta_{t+1}$ using the calculated gradient.
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Previous work

• $\text{RL}^2$: solves the problem by applying a RL algorithm to learn a RNN which represents the RL algorithm

• MAML: searches for a good initialisation of gradient based models.
Proposed solution

• Black box method
• Parameterizes target (loss) of RL algorithm
• Meta-learned online
• No «meta training»
Update Targets in RL algorithms

\[ \tau_t = \{S_t, A_t, R_{t+1}, \ldots \} \]

\[ G_t = R_{t+1} + \gamma v_\theta(S_{t+1}) \]

\[ \theta \leftarrow \theta + \alpha (G_t - v_\theta(S_t)) \nabla_\theta v_\theta(S_t) \]
Update Targets in RL algorithms

\[ \tau_t = \{ S_t, A_t, R_{t+1}, \ldots \} \]

\[ G_t = R_{t+1} + \gamma \max_a q_\theta(S_{t+1}, a) \]

\[ \theta \leftarrow \theta + \alpha (G_t - q_\theta(S_t, A_t)) \nabla_\theta q_\theta(S_t, A_t) \]
Idea: parameterize update target

\[ G_t = g_\eta(\tau_t) \]

\[ g_\eta : \tau_t \rightarrow \mathbb{R} \]
Meta gradients

\[ \Delta \theta_i \propto \nabla_{\theta_i} L_{\eta}^{\text{inner}}(\tau_i, \theta_i) \quad \theta_{i+1} = \theta_i + \Delta \theta_i \]

\[ \theta_i \xrightarrow{\eta} \theta_{i+1} \xrightarrow{\eta} \ldots \xrightarrow{\eta} \theta_{i+M-1} \xrightarrow{\eta} \theta_{i+M} \]

\[ \Delta \eta \propto \nabla_{\eta} L_{\eta}^{\text{outer}}(\tau_{i+M+1}, \theta_{i+M}) \quad \eta \leftarrow \eta + \Delta \eta \]
Value based control

\[ \Delta \theta \propto (g_\eta(\tau) - v_\theta(S)) \nabla_\theta v_\theta(S). \]

\[ \nabla_\theta', L^{\text{outer}} = (G(\tau') - v_{\theta'}(S')) \nabla_{\theta'} v_{\theta'}(S') \]
Consistent update targets heuristic

\[ G^m_t = R_{t+1} + \gamma G^m_{t+1} \]

\[ L^{\text{outer}} \leftarrow L^{\text{outer}} + c || \perp (R_{t+1} + \gamma G^m_{t+1}) - G^m_t ||^2 \]
Results
Results
Conclusion

• FRODO can outperform a strong actor critic baseline
• Solves boostrapping
• Solves non-stationarity
• Learns online, during single agent lifetime
• Can adapt to changes

• Needs heuristic
• Still needs hand tuning
Summary

• First paper proposes learned optimizer in form of recurrent NN, for supervised learning tasks

• FRODO proposes to learn the update target of RL algorithms
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