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Nakamoto Consensus

- **Objective:** consensus on the set and order of transactions
- **How:** proof of work
- **Why:** prevent censorship and multiple spending
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The goal of *Byzantine agreement* is to bring the system into a configuration that meets the following conditions:

1. Agreement
2. Validity
3. Termination
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Setting
3-Majority Dynamics
3-Sampling: Tie Breaking
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1. *Almost Agreement:* The system must reach a regime of configurations where all but a negligible subset (i.e., having size $\mathcal{O}(n^\gamma)$ for a constant $\gamma < 1$) of the nodes support the same opinion.
2. **Almost Validity**: Converge w.h.p. to an almost agreement where all but a negligible subset keep the same valid opinion.
3. Non Termination: Nodes are not necessarily able to detect any global property.
4. Stability: Convergence is only guaranteed to hold with high probability (in short, w.h.p.) and over a long period (i.e., polynomial number of rounds).
Notation

- $n$: number of nodes
- $\Sigma$: set of opinions
- $W \subseteq \Sigma$: set of active opinions
- $c := (c_1, \ldots, c_{|\Sigma|})$: configuration
- $C^{(t)}$: configuration at time $t$
- $c_i$: support of opinion $i$
- $\chi_{i,u}^{(t)}$: node $u$ gets opinion $i$ at time $t$
Drift of Below-Average Opinions

\[ P \left( X_{i,u}^{(t+1)} = 1 \mid C^{(t)} = c \right) = \left( \frac{c_i}{n} \right)^3 + \ldots \]
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\[ P \left( X_{i,u}^{(t+1)} = 1 \mid C^{(t)} = c \right) = ... + 3 \left( \frac{c_i}{n} \right)^2 \left( \frac{n - c_i}{n} \right) + ... \]
Drift of Below-Average Opinions

\[
P \left( \chi_{i,u}^{(t+1)} = 1 \mid \mathbf{C}^{(t)} = \mathbf{c} \right) = \ldots
\]

\[
+ \left( \frac{c_i}{n} \right) \left[ 1 - \left( \frac{\sum_{l \in S} c_l^2}{n^2} + 2 \left( \frac{c_i}{n} \right) \left( \frac{n - c_i}{n} \right) \right) \right]
\]
Drift of Below-Average Opinions

Lemma 2.1

\[ E \left[ C_i^{(t+1)} \mid C^{(t)} = c \right] = c_i \left( 1 + \frac{c_i}{n} - \frac{\sum_{j \in W} c_j^2}{n^2} \right) \leq c_i \left( 1 + \frac{c_i}{n} - \frac{1}{|W|} \right) \]
If $c_i = n/|W|$, then

$$\mathbb{E} \left[ C_i^{(t+1)} \mid C^{(t)} = c \right] \leq c_i$$
Lemma 3.3. Let $c$ be any configuration with $|W|$ active opinions. Within $t = \mathcal{O}(|W|^2 \log^{1/2} n)$ rounds, it holds that

$$P_c(\exists \ i \text{ such that } C_i^{(t)} \leq n/|W| - \sqrt{|W|n \log n}) \geq \frac{1}{2}$$
Lemma 3.4. Let $c$ be any configuration with $|W| \leq n^{1/3-\epsilon}$ active opinions, where $\epsilon > 0$ is an arbitrarily small positive constant, and such that an opinion $i$ exists with $c_i \leq n/|W| - \sqrt{|W|n \log n}$. Within $t = O(|W| \log n)$ rounds, opinion $i$ becomes $O(|W|^2 \log n)$ with high probability.
Lemma 3.5. Let \( c \) be any configuration with \(|W| \leq n^{1/3-\epsilon}\) active opinions, where \( \epsilon > 0 \) is an arbitrarily small positive constant, and such that an opinion \( i \) exists with \( c_i \leq n/(2|W|) \). Within \( t = \mathcal{O}(|W| \log n) \) rounds, opinion \( i \) disappears with probability at least 1/2.
The $F$-Static Adversary

At the end of the first round, once every node has fixed his own initial opinion, the adversary looks at the configuration and arbitrarily replaces the opinion of at most $F$ nodes with an arbitrary opinion.

$F = 3$
Corollary 4.1. Let $k \leq n^\alpha$ for some constant $\alpha < 1$ and $F = n/k - \sqrt{kn \log n}$. Starting from any initial configuration having $k$ opinions, the 3-majority protocol reaches a stabilizing almost-consensus in presence of any $F$-static adversary, w.h.p.
The $F$-Dynamic Adversary

At the end of every round $t$, after nodes have updated their opinions, the adversary looks at the current configuration and replaces the opinion of up to $F$ nodes with any opinion.

$F = 3$
**Theorem 4.2.** Let \( k \leq n^\alpha \) for some constant \( \alpha < 1 \) and \( F = \beta \sqrt{n} / (k^{5/2} \log n) \) for some constant \( \beta > 0 \). Starting from any initial configuration having \( k \) opinions, the 3-majority reaches a valid stabilizing almost-consensus in presence of any \( F \)-dynamic adversary within a bounded number of rounds, with high probability.
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A graph is *regular* if every vertex has the same degree (i.e., the number of edges at that vertex).

On the left: complete graph, On the right: 4-regular graph
Two-sample voting
Random Walk as a Markov Chain

A random walk on the graph defines a Markov chain.
Theorem 1. Let $G$ be a regular $n$-vertex graph and let the initial sizes of the opinions be $C_1, C_2, \ldots, C_k$ in non-increasing order. Assume that $C_1 - C_2$ is sufficiently large.

With probability at least $1 - 1/n$, after a bounded number of rounds, the two-sample voting completes and the final opinion is the largest initial opinion.
Questions?